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1. Introduction

Central governments and departments of defense are all looking for ways to enhance security for
information services for citizens and government workers while keeping budgets under control.

At AlcatelLucentEnterprise we understand thesecurecommunications needs of government agencies
and have experience building converged voice and network infrastructure for a widge rah
governmental authorities.

Government networksworldwide face a growing number ofhallengesin keeping their network
infrastructure secure fotheir authorized governmentemployeesas well asfor their citizens Such
challenges includgroviding securedaccess to informationkeeping that information up to dateand
providing the latst technologies demanded by their usensd applications

Today'sgovernment officials have access to multiple devices, sorpe@ing an extensive interactive,
multimedia mobile experience, with highbandwidth and secure mobility options in their netvkor
Government ITmust meet these expectations in order keep their network secured and available for
their authorized users.

The new multimediaapplication requirements bring added stress to thetwork infrastructure; the
legacy networks cannaupport or scale to support these new requirements. The network needs to be
upgraded and obviously, redesigned to support these new network challenges.

1.1. Purpose

This document will provide theAlcatetLucent OmniSwitch® and Alcatelcent OmniAccess®
Wireless platform configurations to deploy an erd-end intelligent network infrastructure

solution. This documenprovides 3 dzA RSt Ay Sa FT2NJ YIyIl 3SYSyid a. Sai
syntax for configuring specific featurésat arerequired to createa dynanic GovernmentNetwork

Solution Blueprint.

1.2. Audience

Thisgovernmentnetwork lution blueprint documentis intended fometwork architects (NAs)and
systems engineers (SEs)that are involved in the design, implementation, and maintenance of
networks in thegovernmentverticak. Such presales resources shall utilize this soldioaprint to
guide ourgovernment entiies in the architectingand designof an OmniSwitch / OmniAccess
network under ourUnified Access andipplication Fluent Network architectutembrella.




1.3. Scope

1 9Qaz YI NJ SiS RuceaymE@erpiseibkasd, OntniSvwitch&hd OmniAccess products
are intelligent and higiperforming, offering many intelligent and dynamically configured features to
handle the emerging and bandwidtiungryapplications. Thosenetwork requirements come in the
form of greater support for mobility, security aridgherperforming Ethernet (wirecaind wireless)
access

TheOmniSwitch platforms are designed to support hagnsity Gigabit Ethernet (GigE) and 1igE>

for the most demanding converged networksSome OmniSwitch 6900(0S6900)models also
provide high-density 40 GigE for the backbonere and Data Center solutiondn addition to high
performance and availability, the OmniSwitch platforwféer enhan@d quality of service (QoS),

user authentication, and comprehensive security featuresttdo R @ P fi€Qnetwork edge while
accommodatingauthorizedusers and device mobility with a high degree of integration between the
wired and wireless LAN. If deepgbat inspection (DPI) is required at the edge / access or
aggregation layers, the enhanced models of the OmniSwitch 6860 (OS6860E) family is equipped with
a hardware ceprocessor to handle the DPI. The OS6860E also supports emerging services such as
application fingerprinting for network analytics and up 76 watts of Power over Ethernet (PoE) per

port, making it ready to meet the evolving business nefedsll branches of govamentnetworks

2. Architecting Resilient, Secure, Dynamic and Self-Healing Netw orks

¢t2RF&2Qa ySilig2N]la y&BR (2 06S I NOKAGSOGSR G2
1 Selfhealing
1 Resiliencyg with sub-second failover
1 Optimal network bandwidthuse
I Smple to deployand manage.

Refer to sectior.1. Intelligent Fabric & IEEE 802.1aq Shortest Path Bridgingh@&e\s )for additional
details.

¢t2RIFI&Qa ySig2N)la ySSR (2 0S5 LINRefvwrkmadajdnentsystgnR Y I y I 3
to facilitate the creation and provisioning of usand device profiles with appropriate authentication

and authorization intathe network. Refer to sectio2.2 Network Management Systefar additional

details.

¢ 2 R I ietRdiks have to handle the bandwiditungry multimedia applications, and be able to
dynamically adapt to the eveshanging network useasnd device requirements.Sucha network need

to support dynamic intelligence for fast-tmwnvergence and setfonfiguring of services to better handle
the everincreasing applications requiring specipaality of service (QoS) angecurity parameters that

are specific to each s or device connecting to the network via wired or wirelessly. Refer to section
2.3. Unified AccessUser Network Profiles (UNRm@low foradditionaldetails.

¢t2RlI&Qa ySig2Nla KI@S G2 I RILIG agiveashendmdd bfdoTKI y Rt S
device containers. Refer to sectidh4 Eneto-end intelligent and dynamic network solution: The
connected military baskelow for additional details.




2.1. Intelligent Fabric & IEEE 802.1aq Shortest Path Bridging (SPB)

The OmniSwitch family of products is designed with figgiliency features to help eliminate

traditional network layers. The higltensity support of GIigE to the desktop with 10GigE uplinks to

the core helps eliminate the use of distribution layer switshe This design enables the
éGovernment Networkst SN A OF £ . f dzSLINAY G F2NJ) GKS aAYLX ATA
Intelligent Fabric features from theetwork access to theore.

In this network simplification of a twber network design, theaggregationlayer is eliminated with
every access closet directly attached (datthched, when possible) to the Core, either to a VCs of
multiple OmniSwitch 6900 (0S6900) switch platforms; or future option for a modular OmniSwitch
9900 (0S9900) in a VCteb chassis.

[ 9Q&a LydSttA3aISYyd CIONRO | NOKAGSOUdzNBE ftft2¢a Yy
physical connectivity of the OmniSwitch and the access devices which could trigger UNPs, if
required. For example, when the Intelligent Haklffactory enabled on most OmniSwitch platforms)
architecture is deployed, the network edge to the core can be dynamically configured with the
following features:

Virtual Chassis (AWgC)

LACP (LinkAgQg)

SPBM network core services (AuWBPB)
OSPF Routinprotocol (AutelP)

Dynamic SPB Service Access Points (SAPS)
Multiple VLAN Registration Protocol (MVRP)

=A =4 =4 =8 =8 =4

IEEE 802.1aq Shortest Path Bridging (8PBg next step in the evolution of various spanning tree
protocols. This standard uses the link stateotpcol ISIS instead of spanning tree in bridged
networks to create loop free tree topologies.

SPB makes use of the link state algorithm to create multiple trees in the network, with each tree
rooted at one of the bridges. SPB uses an enhanced versidmedStS protocol (IS&°B) for this
purpose. Each bridge is th@ot of one particular tree and there can be as many trees as the
number of bridges in the whole network. It is clear that when a bridge isrdlo¢ bridge, traffic
originating from that brige has the shortest path to every other bridge in the netwdslo,unlike in

STP caswhere there is only a singleat bridge, in SPB networks as every bridge liead bridge,
traffic originating from any bridge is guaranteed to take the shortest pathrty destination. Using

this arrangement,the traffic assigned to a singMLANcould also take multiple paths across the
network and the path will depend on where the traffic originated. This is sufficient to guarantee
better useof redundant links inhe network.

There are two flavors of SPB supported by the IEEE 802.1aq standarelé: &8eBSPB. This
Government NetworkSolution Blueprint document is solely focused on the -BPBhich is
supported in the advanced OmniSwitch family of networking pobslu

The benefits of SPB include the following:

Scalabilitc{ t . aOFf Sa G2 YAfftA2ya 2F aaSNBAOSa&E
Evolved from carrie¢ MPLSlike functionality (VPLS serviogented approach) without the
cost and complexity

w Secure separatiog multi-tenancy, compliacy, and so on

w
w




w No constraints on network topologg make use of the fiber plant (mesh, ring, hub and
spoke)

w Interoperable with carrier offerings (MPLS, OAM)

w wSY20Sa GGKS fAYAUlIGA2Yya YR O2yOSNYya 2F aaiN

w You can use SPB for layer 3 and layer 2 spatti transport without the use of STP

w Standardshased IEEE 802.1gmo lockin (proprietary) technology, fully interoperable and
ratified in IETF and IEEE

w Resiliency sub-second failover

w Optimal network badwidth use

w Simple to deploy and manage

w Plugandplay using Alcatdl dzOSy (i 9 y (i S NHideRdAngelgenFabiid vy R NR &

2.2. Network management system

The AlcateLucent OmniVista® 2500 Network Management System (OV2500 NMS) will be deployed

to provision the OmniSwitch Network 0OV2500 NMS provides a wbbsed interface for
management providing a cohesive management and network wide visibility increasing IT efficiency
and business agility. OmniVista 2500 NMS has a smart integration with the latest eteiqiees

allowing access anytime from anywhere. OmniVista 2500 NMS has a web interface providing a
OdzaG2YATIotS RIFIaKo2FINR GKFG OFly 06S GFAt2NBR (2
critical management functions.

OV2500 NMS provides unifiedanagement of your whole network with AlcatelicentEnterprise
network and thirdparty network equipment. Providing a netwevkde management system for the
AlcatelLucent Enterprise Network portfoli@V2500 comprises a comprehensive set of components
and tools for infrastructure configuration monitoring, security, device configuration, alert
management, quarantine, troubleshooting, downtime resolution and overall management. It
reduces cost and timeequired for efficient deployment of QoS and ACLs across thousands of
devices delivering consistent policy behavior.

Network analytics monitor network bandwidtimd key traffic patterns through advanced collection
and reporting capabilities, providing ights tod KS 3 2 @ SINgepafngent @@ how network
resources are consumed, for a proactive optimization ofahthorizeduser quality of experience.

2.3.  Unified Access z User Network Profiles (UNPS)

C2NJ aSOdzNAy3I GKS ySig2N] esd (0K Srabdella,dmé ReSdimend 9eQa ! y
Access Guardia.0 role-based policies which are achieved through the OmniSwitch Universal
Network Profile (UNP) features. A UNP profile defines network access for one or more user devices.

Each device that is assigh¢o a specific profile is granted network access based on the profile
criteria, instead of on an individual MAC address, IP address, or port basis.

Assigningauthorizedusers to a profile provides greater flexibility and scalability across the network.
Administrators can use profiles to group users according to function. All users assigned to the same
UNP become members of that profile group. The UNP then determines what network access
resources are available to a group of users, regardless of sourceetsuWLAN, or other
characteristics.

Dynamic assignment of devices to UNP profiles is achieved through UNBaped functionality
that provides the ability to authenticate and classify device traffic. Authentication verifies the device
identity and prowdes a UNP name. In the event authentication is not available or is unsuccessful,




classification rules associated with profiles or UNP port configuration parameters are applied to the
traffic to determine the UNP assignment.

More than ever beforesecurity needs to be built in from the ground up and applied universally
across all methods of access for the network, wired or wireless. Network edge security services
provided with the AlcateLucent Enterprise solution are applied to each individualevice, rather

than fixed to the switch port. Using released profiles, a authorizeduser connecting to the
network is authenticated and then a user profile is assigned that specifies all the network security
behavior including access control lists (AGId firewall rules. With this capability, wherever the
user goests unique security rules will follow. Indeed, embedded in the access layer switches and
APs is a feature unique to Alcataicent Enterprise:The ability to manage conversations
contextualy, using the Alcatelucent Enterprise UNP.

Unified Access (UAJandard uses, at its heart, the OmniVi2&00 NMS AlcatelLucentOV2500

has the functionality to prelefine all ALCs/VLANSs etc and group them into lists which can then be
used to provisin the switch (UNP) or controller (Role) with the correct network access details for
each user or type of user that will connect to the network.

The unique selling point here is that the administrator can create these requirements just once, and
then selet both wired and wireless equipment and push the configuration to them at the same
time. The backend workflow of OV2500 will translate the ACL requirements, and issue the
commands to all of the equipment. This eliminates the possibility of any erramg b@roduced (by
having to repeat the process twice) and saves time and money by reducing the steps needed to
provision the same network access rules to all equipment on the network.

2.4. End-to-end intelligent and dynamic network solution : The connected mili tary base

Figure 1 below illustrates an efid-end intelligent and dynamieilitary base etwork enabling

many of the OmniSwitch features to suppa@tsecure network acceskoth wired and wireless

devices toenablea secure mobile environmentThe figure below illustratdeT devicesind security
containersvia UNPs Thedifferent containers are created for the differedevice and user profiling

thus keeping the information flow secure within each functiooahtainer C2 NJ SEI YL# S>> (KS
securitycontaineg would have the highest QoS priority over the other data tragficthe flows will

always make it through the network during higletwork utilization andemergenciedor the door

locks and security cameras



The connected military base
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Figure 1The ConnecteMlilitary Base
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3. Security Best Practices
¢2RIF&Qa vy SibbeNdukd, yoSABIR via software features, but with physical secarity

networkg A RS &aSOdaNAGeé o0Sald LINF OGAOSE Fa LISN 0KS @SyR21
3.1.  Security management considerations

The primary security layer which needs to be addressed is the switch management and the
recommended best practices to close and secure the serial, telnet, abdnith management ports

of the OmniSwitctplatforms The device and user connectivity will be added at thenetwork
access fedge with ALR @nified Access solution.

The following security best practices and recommendations applyetavork core (OS990@and
0S6900), andccessswitches (0S6860&nhd OS6450).

Controlphysicalaccess Physical access to switches and wiring closets allows an intruder to power
cycle a switch, remove or replace critical components, and to alter cable wiring. Physical access to
network jacks allows an intruder to enter the network inside the firewallis lecommended that
critical switches be housed in locked rooms with limited access. The OmniSwitthtartand
warmStarttraps should be monitored to detect cycling of critical switches.

Train personnel - Organizations work hard aselecting honest empoyees. Yet, without
dnformation Security Awarenes#raining the employees could inadvertently leave the switch open
to misuse or threats ALEoffers training classes to enhance the skills of network personnel.

Maintain and review activity logs- OmniSwitch is set up to assist in monitoring activity on the
switch with SNMP traps, local switch log and remote syslog.

Set correct date and time NTP should be used to allow proper synchronization of events in logs
and to ensure proper password aging. aif anomaly occurs having a common time basis allows
separating the cause from the effects and greatly improves the ability to perform a forensic analysis.
The NTP server should use key encrypfian, MD5 encryption)o prevent a rogue NTP server from
affecting the network. A key file will need to be loaded onto the switch.

All user accounts, other than admin, should use remote authenticationl.2762003 and other
standards recommend using a remote RADIUS server for account control. This allomk nétle
control of accounts reducing the risk of inadvertently leaving an account unsecured. The only local
account should be the admin account to be used only for emergency reconfiguration.

Set appropriate LAN power limits The high cost in PoE isetlpower supply. Most networks plan

the power supplies for the actual load and not the maximum possible. In normal operation this is
not a problem as most devices, such as an IP phone, draw a fraction of the maximum power per
port. However, if a rogue dce were to draw maximum power on multiple ports it could cause a
high priority device to drop if not properly configured. Critical devices, such as a security camera,
should be given PoE priority so it cannot be dropped. Also the maximum wattage RoEafiorts
should be lowered to the actual peak power needed.




Turn off insecure protocols Insecure protocols are provided by AOS to support legacy systems.
They are not recommended. Secure protocols are available which provide the same type of
functionality. All services which are not used should be disabled to further reduce exposure.

Network protocols should be blocked from user port$f network protocols are not blocked from
user ports a rogue device could send these protocols and disiptal network operations.

Sessions control needs to hide device uniquened3art of a néwork security is not allowing
malicioususersii 2 KIF @S 1y2¢6f SR3IS 2F I RSOAOSQa ARSydAiGe
banner be the same for all devices the network whether servers or network equipment. This
prevents giving a clue to a maliciouserof any possible weakness of a device. It is recommend that

a warning banner be used either pre or post login which warns users about the ownership of the
network and consequences of misuse. This can deter casual misuse and in many geographic regions

is a legal requirement.

Link Layer Discovery Protocol (LLDA)he OmniSwitch LLE#gent security mechanism provides a
solution for secure access to the netikoby detecting rogue devices and preventing them from
accessing the internal network. LLDP agent security can be achieved by allowing only one trusted
LLDP remote agent on a network port.

User is provided an option to configure the Chassis ID sulitygtecan be used in validating the
Chassis ID type in the incoming LLDP PDU. If the Chassis ID is not configured, by default, the first
LLDP remote agent is learned with the received Chassis ID. When more than one LLDP agent is
learned on a port, the ports moved to a violation stateThe OmniSwitch LLDdgent security
mechanism provides a solution for secure access to the network by detecting rogue devices and
preventing them from accessing the internal network. LLDP agent security can be achieved by
allowing only one trusted LLDP remote agent on a network port.

Denial of Service (DoS)tering - By default, the switch filters denial of service (DoS) attacks, which
are security attacks aimed #tat are available on a private network or the Internet. Fattacks aim

at system bugs or vulnerability (for example, teardrop attacks), while other types of attacks involve
generating large volumes of traffic so that network service is denied to legitimate netugais
(such asepsi attacks).

3.2.  OmniSwitch Certification Requir ements for Government and D epartment of
Defense Networks

321. , '3 )T 11 OAOCET 106 ETAADPAT AAT O U AAOOEZEEAO
code integrity: CodeGuardian A

¢ KS hYyYA/{ ¢ iluc@rtdpdratirg soffnaré SADS) has been security haned in

partnership with LGS Innovations to further protect it from possi¢work hacks, data

breaches, information theft, and other malicious network attacks that are on the rise.

LGS Innovations is an independent company focused on security to @renfigtions to the

US federal government. LGS recognizes the importance of network level software integrity

as a component of the larger network security ecosystem. With a dedication to the
evolution of enterprise support born from extensive experienceldgipng secure, mission
ONRGAOIET &agAGOKAY3A &a2f dzil A 2 y & JCG] aDdolutianytha? G G A 2




hardens network devices at both the software source code and binary executable levels to
enhance overall network security.

CG brings additionadecurity to your OmniSwitch networking devices; it starts with the
assumption that a network switch/router is a valid attack veaiand it is. CG makes our
OmniSwitches more secure by providing source code level validation from a third party. CG
then takes AOS object code and scrambles it making it harder for an attacker to compromise
the switch ifvulnerabilityis found.

We also provide this software from a secure website makintyainsit tampering of the
software impossible. It does not replace ahiyty that you have for security todaybut it
does make your network switches more secure.

3.2.2. ', %@®mniSwitch security certification s for compliance for device
requirements in government network s

ALE hascontinued to develop networking devices with security at the forefront, as
explained in the previous section, th&OS diverfication via/ 2 RSDdzt NRALF yun A&
step. ALE has continued to drive to attain the highest government mandated security
certifications compliance, such as, JIDGInt Interoperability Test Commandfommon

Criteria (CCNATO registeredand FIPS40-2. In addition to thos industry certifications,

ALEhas addressed securiiy an indepth security layered approach, as illuséad in the
blockdiagrambelow:

Applications
& Analytics

Network Devices User
CEODEGUARDIAN integrity security profiles

- Network [EVIEEA
| 0os '(“é‘(r)%‘zn'”g | - Access Control M Applications
] ingerprin (NAC)- Access Visibility
Guardian) Guardian DPI
B DosAttack | 8’6‘;"&" Profile -driven B Application
Protection Ceniﬁ(;atés) policies Enforcement

. : iFab Protect User Top N
) o automated gl Health Check = Privacy H Re %ns
operations (PVLAN) P
EEN

w - 83{221;;1 B Apple/DLNA M Encrypted W Predictive

FIPS/ JITC Multimedia Management Analysis
EAL2 T
oy CE;.T'I-FIE

loT - -
Containment icati ) .
VLA, SlRtE, Network Ap;)_llq_allon Profile -driven
VXLAN Visibility & "
. Access Control Policies
Segmentation Enforcement

Eachofted S fF@SNA A& &dzZLJIRNISR gAGK ' [9Q& | ROl
devices as further explained in this solution blueprint document.

| will provide a brief explanation of what these industry certifications bring to further secure
an OmniSwitch network. For example, JITC, it is a US Department of Defense's Joint
Interoperability Certifier andhe only nonService Operational Test Agerfoy Information
Technology (IT) / National Security SystéhMSS).JITC provides risk based Test Evaluation &
Certification services, tools, and environments to ensure Joint Warfighting IT capabilities are
interoperable and support mission needs.
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The Common Criteria for Information Technology Security Evaluation (abbreviated as
Common Criteria or CC) is an international standard (ISO/IEC 15408) for software's and IT
LINE RdzOG&aQ aSOdzNAiG& OSNIAFAOIGAZY ®

Common Criteria provides assurance that the processpetification, implementation and

SOl fdzr dA2y 2F | a2F0s6FNBQa 2NJ L¢ LINPRAzOGQa
standard and repeatable manner at a level that is commensurate with the target
environment for use. Common Criteria is used as the lzfor a Government driven
certification scheme and typically evaluations are conducted for the use of Federal
Government agencies and critical infrastructure.

The OmniSwitch family of products follows the below Level of certification:

I EALZ2: Structurallyested- EALZ2 requires the cooperation of the developer in terms
of the delivery of design information and test results.

1 NDcPP: Network Device collaborative Protection Profilelhis collaborative
Protection Profile (cPP) was developed by the Networkri@tonal Technical
Community with representatives from industry, Government agencies, Common
Criteria Test Laboratories, and members of academia.

What does this certification mean exactly in term of security for the @nEhiSwitch
equipment?

1 Improved pasword policies ad lockout setting for the users

1 Restricts access to the switch only for certain IP addresses (configured as
management station), bans those IP addresses permanently from further access on
invalid authentication aempts reaching thresholtimit

1 Provides option to configure privileges for all access types, align IP services

dynamically with AAA authentication configuratio

Redricts only one session per user

Option for password obscuring to prohibit disalos while entering the password

Option to configure user pagmrds with SHAR+AES encryption

SSH/SSL Pub Key hashed with SHA2

Supports both DSA 1024 and RSA 2048 public key algorithn&Sfdrprivate and

SSH public keys

1 Provides option to verify the integrity of the images in a gidaactory is matching
with the SHA2 (SHA256) haired along with the image file

1 Process Selfest functional commands to view the major haate and software
process status

9 Support of TLS 1.2 version for TLS connections

9 Valid ASA credentials need to pmvided to access SWLOG content

= =4 =4 -4 A

And the Federal Information Processing Standard-24BIPS 14Q) is a U.S. and Canadian
co-sponsored security standard for hardware, software, and firmware solutions. In the U.S.
government procurement, all solutions dhuse cryptography must completdPS 14Q
validation to ensure endsers receiva high degree of security, assurance, and
dependability.

Federal agencies using validated cryptographic modules to protect sensitive government
data in computer and telecomunication systems must use products that have completed
FIPS validation.




There are two levels of certification:

The OmniSwitch models OS6900 and OS686&DE6865 are scheduled for certification for

be used).

Security Level 2 improves upon the physical security mechanisms of a Security Level
1 cryptographic module by requiring features that show evidence of tampering,
including tampefevident coatings or seals that must be beokto attain physical
access to the plaintext cryptographic keys and critical security parameters (CSPs)
within the module, or pickesistant locks on covers or doors to protect against

unauthorized physical access.

both security levelén 3Q2017.

4. VLAN Assignment & Network Service Resiliency Feature Enablement
Planning

1 Security Level T Basic security requirements are specified for a cryptographic
module (e.g., at least one Approved algorithm or Approvecusgy function shall

4.1. Network -wide dynamically and statically VLAN assignments

VLANSs will be statically assigned to certaterfaces However, most of the VLANs and their device
andport memberships will be dynamically associated based on the Unified AmedésT Container

profiling as explained ithe &7. Network Access and Security € section

The VLAN information in the table below is simply provided asguidancefor minimal VLAN

requirements to servatypical Army base

Some VLANs will be statically defined and carried across the entire network, for example, the
Management VLAN (#100)Other VLANs will be triggeredynamicallybased on theuser/device

community:
VLAN VLAN Description VLANAssociation
ID
100 Management VLAN (all EMP ports| Staticconfiguration
G§KS h{andm{nc n9 Q
interconnected through this type g
port across the network)
110 Wired or wirelesscaptainprofile Dynamically based on ust
profiling (Unified Access)
112 Wired or wirelesssoldier profile Dynamically based on ust
profiling (Unified Access)
115 Wired andwirelesscivilian profile Dynamically based on us
profiling (Unified Access)
150 Security cameras [/ door locks /| 10T devices- dynamically
electrical and cooling/heating| based onuser / device
systems profiling (Unified Access)
200 IP Telephonynd VolP traffic Dynamically based o
device profiling (Unifiec
Access)




Most of these VLANs will be tagged as they leave the OS6860Esaswéches which will trigger
UNP SA$across the SRBI core network to the DataCenter ToRwitches K { ¢ d)yfon £2&er and
Internet access.

Another key feature isirtual routing andforwarding (VRF) This feature issupportedas part of the
advanced routingsoftware for capabilities for a key element for Internet of Things (IoT)
containerization and security across a single networkhe VRF feature provides the ability to
configure separate routing instances on the same switch. Similar to using VLANSs to segment Layer 2
traffic, VRF instances are used to segment Layer 3 traffic.

Some of the benefits of using tmaultiple VRF feature include the following:

1 Multiple routing instances within the same physical switch. Each VRF instance is associated
with a set of IP interfaces and creates and maintains independent routing tables. Traffic
between IP interfaces is only routed and forwarded to those interfaces that belong to the
same VRF instance.

1 Multiple instances of IP routing protocols, such as static, RIP, IPv4, BGPv4, and OSPFv2 on
the same physical switch. An instance of each type of protocol operates within its own VRF
instance.

1 The ability to use duplicate IP addressesnasrVRF instances. Each VRF instance maintains
its own IP address space to avoid any conflict with the service provider network or other
customer networks.

1 Separate IP routing domains for customer networks. VRF instances configured on the
provider edge (PI are used to isolate and carry customer traffic through the shared
provider network.

4.2. Network resiliency features

The Loopback Detectionand BPDU Guardare two features which have proven to be very
comprehensive imarge military bases In the simplesterms, these features can protect against-un
authorized network switches from being added to the network without IT involvement to prevent
network loops These features make a@mniSwitch network moraesilient by automatically
detecting the loop and shtihg down the port involved in the loop. This prevents forwarding loops

on ports that have forwarded network traffic which has looped back to the originating switch. LBD
detects and prevents Layer 2 forwarding loops on a port either in the absence of lother
detection mechanisms such as STP/RSTP/MSTP, or when these mechanisms cannot detect it (for
example, a client's equipment may drop BPDUs, or the STP protocol may be restricted to the
network edge).

DHCPsecurity features

There are two DHCP security features available: DHCP relay agent information option-g2jption
and DHCP Snooping. The DHCP Oybrieature enables the relay agent to insert identifying
information into clientoriginated DHCP packets before the packets forwarded to the DHCP
server. The DHCP Snooping feature filters DHCP packets betnérrsted sources and a trusted
DHCP server and builds a binding database to log DHCP client information.

Although DHCP Optie82 is a subcomponent of DHCP Snoopthgse two features are mutually
exclusive. If the DHCP Opti82 feature is enabled for the switch, then DHCP Snooping is not
available. The reverse is also truéf DHCP Snooping is enabled, then DHCP Opfois not
available. In addition, the followg differences exist between these two features:




1 DHCP Snooping does require and use the Ofidata insertion capability, but does not
implement any other behaviors defined in RFC 3046.

1 DHCP Snooping is configurable at the switch level and on -&/lp&Xbasis, but DHCP
Option-82 is only configurable at the switch level.

DHCPShooping has become veryseful when soldiers attempt to add wireless type switches
(Linksys, DLIink, ett) the network in theirsleeping quarterand enablingDHCPservices in thee
devices The OmniSwitcDHCP snoopinigature capabilitieblocksthose unauthorized services



5. Network Core Architecture (Two -Tier Design)

In this section, théwo-tier network core designis detailed toencompass a redundambre where
all thewiring closets are duahttached via 10Giggvia LACR)plinks to thenetwork core.

Thenetwork core is designedas avirtual cK F 8 aA & 6+/ 0 2F F2dz2NJ - THQAT SI C
to each otherin a full édmesté 2 GBIgENQSFP direattached cables (DACs). Each OS6900 is
configured with threevirtual fabric links (VFLs) from each other. Or in a similar port count
configuration, depending on the ertlistomer philosophy of a modular switéhA G K (62 h{ dodn .
(VQ or 1U switches im V&2 ¥ h { cldparderQasdpport the advanced layer 3 (OSPF), SPB, and

VC functionality, theadvancedlayer 3 (OS6908WAR needsto be included in the BoM for each

0S6900 chassis.

For the distributed wireless support, we will deploy amaster and slave" wireless centralized

controller architecture, see FiguZbelow. These controllerare dualattachedvia 10GigEports to

the core switches to provide highvailability and the maximum bandwidth available These

controllers supportthe accesspoints ( t a0 O2yy SOl SR 4 #he dcéess lapef cy c n 9
supporting the IEEE 802.11ac standard (mixture of Wave 1 and 278Rsofthe overall tota) with
requirements up to 30 watts of POE+ per po@f which,twenty-five percent 5% of thoseWave 2

APsrequire POE++ of 60 wattsThe remaining 25% of the overall AP count deployment are legacy

IEEE 802.11n APs with requirements of 15.4 to 30 watts of POE+ per port.

Thevirtual chassis of 0S6960 T HNQEe network core is dualattached via 40GigE ports the Data
Centercore (DC) The DC Core switches aggregate rindtiple top-of-rack OS6900 switches

The network access (edgmO2y FAIdzNBR (2 adzZlJLl2 NI &SOdzZNB Y20Af |
Unified Access (UA) featuredn figure2 below, the dagram illustrates airtual chassis (VCjore
with four OS9T N Q& Ay | +/ #higdid8 BIGR2 pons 3isng QKPS Jola Q& 05! / &40
cables three 40 GigE VFLs are configured to offer greater performance and regilieatures

between each of the VC nodes

51. OEUOEAAI AiT1AAOEOEOUetwoEcabeEA / 3ownmnmé O ET OEA
A virtual chassis configuratioof OS6900 T HiLXxanfigured for thisietwork core to optimize this

design option Each OS6900 is physically connected to each otlerQSF20G/ ma Qa o05! / avo
cablesusingports 52, 53 and 54«e Figure2 below. TheDataCentercore is interconnected to the

network core via two (2) 4GigE LinkAgg uplirdorts. Theadvancedlayer 3 softwarg OS69065W

AR)and DataCenterbridgingprotocols (OS690&WDC)licenses are included in the equipment and

software bill of materials (BoMs) for the DC cofdDS6908.
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The ore configurationincludesfour OS6900 T H Q avirtdalychassis (VC) configuration.

chassis in the cors described for configuration purposes detailed in the table below:

Node Name

Model Numberand Position on Drawing

Corel

0OS6908X72 (Upper left in figure 2)

Core2

0OS690aX72 (Lower left in figure 2)

Core3

0S6908X72 (Upper right in figure 2)

Core4

0OS690aX72 (Lower right in figure 2)

Table 1¢ OS6908X72 Core Nodes

Each

Intelligent Fabric (iFARja theauto-configuration feature setwill remain enabled during the initial
configuration to automatehe base configuration to minimizenistakesin the creation of the VC,
LACP, and SPB services indbre and the DC interconnecWith the factory default values, the VC
and SPB serviceslihbe enabled without thea permanentadvanced layer 3 (OS69@WAR) license
for the VC andSPBfunctionality, this temporary license will operate fdifteen (15) days. A valid
license needs to be enterewithin the 15 dayperiod into each OS6900 swhcto continue
supporting these advanced features.

Below is a physical display of the OS690® switch and the last five referenced ports for the
possible AutevC configuration:
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Core chassis physical connectivity as per Figuabove 1) Corel is interconnected via port #52 to
Core2 via port #62; to Core3 via port #53; and t&ored via port #54.2) Core2 is interconnected via
port #52 to @rel; to Mre3 via port H3; and to Gred via port #54. 3) @e3 is interconnected via
port #53 to @rel; to Mre2 via port #52; and to @e4 via port #54. 4) @e4 is interconnected via
port #54 to ©rel; to Wre2 via port #52; and tode3 via port #53.

Note:! £t f h{cdodpnnQad &akKz2dz R adcSonfigyfatich ler@ibiedl. NBuring8 ¥ | dzf G
boot-up process when connected through the Console port, a three second prompt will be
displayedoffering to cdisablé auto-O2 Yy FA 3dzNJF GA2y X FIF OG2NR RSTFI dzf &
alone:

Starting 6900 Boot Process

Mount /dev/sdat

FSis EXT2

Do you want to disable auto-configurations on this switch [Y/N]?
/Default response is N, leave it that wayy

Preparing Flash...

awk: /flash/working/boot.cfg: No such file or directory
fSince the configuration file is not present the switch will continue with Aufo-VC process/

As listed in the previous paragraplsince all OS696B720K | 8 a4 A a Q | NXBvia spédifiE NO 2 y y S
ports, they will automatically be configuredith a Virtual Chassis (VC) service

5.1.1. Auto-VC between switches Core 1, Core2, Gore 3 and Core4

Thefirst auto-configuration servicewill be the creation of airtual chasss (VC) of onenaster and
three slaves, see diagram beldier the physical connectivity reference of tifimur 40GQSFPACS

AUTO VIRTUAL CHASSIS

Network Core

One of the OS690B 72 will be elected amaster based on the following criteria:

Master selection run based on lowest chassis system MAC address
0S6908Q32/X72 have higher chassis ID priority

Asingle automatic reboot neededr master election the daveunitsreboot after the
master selection

€ €Eg

After the VC is created the administoatcan run thefollowingtwo CLI commands to list the virtual
configuration consistency and topologgrameters




show virtuatchassis consistencyisplays the system level mandatory consistency parameters of
both the local and peer switches.

showvirtual-chassis topologyDisplays details about the configured and operational parameters
related to all switches participating in the virtual chassis topology.

If additional 40Grirtual fabric links (VFIs) are desired between @rel and ©re2, simplyinsert a DAC

40GEcable onport #51 on @rel to port #51 on Gre2 and the AuteVC will automatically create the

VFL service between these two cha€slBame process can be followedWween Core3 and ©re4,

keep in mind that the last five QSFP ports esgable ofdynamically configungthe VFLsvhen
Auto-Configuration is ONIfthe QSFRort #49is neededfor additional40G VF&thenthat VFL

would have to bemanuallyconfigured.¢ KS F2f ft 26Ay3 aeyidlE A& SyiSNBR
Command Line Interfag€Ll) ® manuallyconfigure a VFL between two peer switches:

Syntax Definition:
w oper_chassisChassis ID number {6 on OS6900). The operational / current chassis identifier.

w vifl_id The VFL link identifier (0).

The following syntaxdds member ports to a given virtual fabric link (VFifual -chassis v
link member-port

CompleteCLI syntax for this functiomirtual -chassis [chassi®d oper_chassisvf-link vfl_id
member-port [oper_chassi$slot/port

In this scenario, tonanually add a member VFL port tor€l, use the following syntax:
- > virtual - chassis chassis -id1vf -link 0O member - port 1/1/49

Tomanually add a member VFL port tor€3, use the following syntax:
- > virtual - chassis chassis -id 3 vf -link 0O member -port 3/1/49

Note: Refer to the OmniSwitch AOS Release 8 CLI Reference Guide, chaptexdiditional VC and
VFL syntax defindgns.

Permanent software licenses for the above dynamically created services will need to be order.
Below are the exact part numbeasid descriptions of those required licenses:

Part Number Description

OS69065WAR | OS69066WAR Advanced routing software license. Includes support for Pol
Based Routing, VRF, BGP, OSPFv2, PIMSM/DM, DVMRP, IPv6 Routing, (
RIPng, VRRPv3, SPBtual Chassis VC, and if supported VXLAN VTEP. One
license required per chassis.

0OS69066WDC | Data Center Software for support of DCBX, FCoE and EVB on OS6900. Or
license required per chassis.

5.1.2. Auto-LACP betweennetwork core, DCcore and accessswitches

Thesecond auteconfiguration servicewill be the creatiorof Auto-LACPor link aggregation
(LinkAgg) services-rom theDC1port #49to port #49 of Grel and port #49 from DEto port #49
of @re3. This interswitch connectivity via QSFP+ 4@&hsceivers will dynamically ae theLink




aggregation services between the B@te and thenetwork core. See diagram below for the
physical connectivity via 40G QSFP transcemeBACs, if within seven (7) meters

A
//4OGigE LinkAgg
v

1/1/49

3/1/49

TheLinkAgg services to treecessedge switches will follow a similar intswitch connectivity. The
access switchem mostwiring closetswill be a VC ahe advanced access OmniSwitch 6860E
(OS6860E) switchTheaccess VC will be composed from two umit®s maximum of eight units in a
single VC. Eagftiring closetis attached to thenetwork core via dual attached 10Gig#®m the first
unit in thewiring closetVVCandto the last unit of theVCto create a LinkAgg service from the
network edge to thecore via 10GigBkwultimode or single fiber depending on the distance between
the wiring closetandthe network core. The appropriate quantities &P-SR, LR, LRM, and ER
transceiversieed to be included in the equipmeBM.

The LinkAgg from theviring closetswill terminate in thenetwork core to two of the four X72from
eachwiring closet In this configuration scenario with dual 10GigE uplinks from eweiypg closet,

a total of 90wiring closets can be supported in the current VC of four OS630@s in thenetwork

core, while reservingwelve 10Gig ports fothe WAN firewall and DMZ connectivity. The VC
network core can be expanded to supptoup to six X72s in a single ¥Wncrease thawiring closet
capacityby an additional 50%0r vice versa, configure the core with only two X72s in a VC te right
size for smaller Army base and Navy warship networks.

Below is the Clglyntax to display the LinkAgg services:
->show | inkagg

Or for the entirelinkagg switch configuration by typing the following syntax:
- > show configuration snapshot linkagg

Reference CLI output:

- > show linkagg
Number Aggregate SNMP Id Size Admin State Oper State  Att/Sel Ports
+

E —— S [ R —— F S —
126 Dynamic 40000126 16 ENABLED UP 2 2

- > show configuration snapshot linkagg

! Link Aggregate:

linkagg lacp agg 126 size 16 admin - state enable

linkagg lacp agg 126 actor admin - key 65534

linkagg lacp port 1/1/49 actor admin - key 65534

linkagg lacp port 3/1/49 actor admin - key 65534



5.1.3. Auto-SPB(Shortest Path Bridging z IEEE 802.1ag) in the DC and Network Core

Thethird auto-configuration servicewill be the creation oAuto-SPBservices between thenetwork
core and DQore.

Once theAuto-LACP or Link Aggregation (LinkAgg) seraiessreated between thaetwork core
and the DQore, as detailed in the previous section, SPB senrdgmalso enabled on top dhe
LinkAgg serviee

For example, the following SPB services will be enabled based on that AG® and AutSPB
services:

- > show spb isis nodes

SPB ISIS Nodes:

System Name System Id  SourcelD BridgePriority
-------------------- f S —— — 4+ +
(none) 2cfa.a205.61d1 0x561d1 32768 (0x8000)
(none) e8e7.32f6.fc2d Ox6fc2d 32768 (0x8000)
(none) e8e7.32ff.5051 0xf5051 32768 (0x8000)

Total SPB Nodes : 3

->sh ow spb isis adjacency
SPB ISIS Adjacency:

System
(Name : Systemld) Type State Hold Interface
[ — [ — [ — B T —
(none) :e8e7.32ff.5051 L1 UP 12 0/126
(none) : 2cfa.a205.61d1 L1 UP 19 0/127

Adjacencies : 2
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eightport 40 GigE network interfaces modules (NIs) amrtual chassis (VC) software feature
becomes available in th&Q2017. Each modular OS9900 can be malsi connected to each other
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NIs, see Figure 4 below:

5.3.
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Figure 4¢ OmniSwitch Network Infrastructure (Modular OS9900 Core)

Physical connectivity of the redundant wireless controllers in the network core

The OmniAccess 4750 Wireless Controllers have the capability to support up t@a@@$3points

per controller.

In this configuration scenario a 1:1 (Acfivactive) solution is recommended. We

will deploy two controllers which are duattached via 10GigE connections to thetwork core,

where each OAWA750 supports 1024 APs and provide salcond failover from primary to backup,
meaning the SSIDs will staj]N@uring failover.
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This recommended distributed wireless Controller design provided the follothigiy availability
with the Activé Active model deployment:

w High availability - When you enable thehigh availabilty WLAN redundancy solution,
campus APs that lose contact with their active switch do not need {ooo#strap when
they failover to the standby switch, significantly reducing AP downtime. APs usirmigtihe
availability features regularly communicate withe standby switch so the switch has a light
workload to process in the event of an AP failover. This results in very rapid failover times
and a shorter client reconnect period. Therefohégh availability is usually preferable to
other redundancy soluins that can put a heavy load on the backup switch during failover,
which results in slower failover performance.

High availability supports failover for campus APs using tunnel, dedwypiel, or bridge
forwarding modes.

w Active/Active ceploymentmodel - In the above model, two WLAN controllers are deployed
in dual mode. The OAW7501 acts as a standby for the APs served by @XB02, and
viceversa. Eachontroller in this deployment model supports approximately 50% of its total
AP capacitylf one switch fails, all the APs served by that controller failover to the other
controller, providing high availability redundancy to all APs in the cluster.

5.4. OmniVista 2500 (OV2500) NMS base configuration parameters

The most secure SNMP management protocoliasSNMPv3.You should configure aBNMPv3
user to allow OV250Q0 poll the equipment, the CLI symtebelow is just an example, it is
recommended for you to select your own unique user id and passtaorthe two stringsdenoted
below by the bold italicext:

->user snmpv3user md5 password snmpv3user

The purpose for creating this snmpv3 user is for OV2500 to discover all thes&@toinés with the
snmpv3 parameters to populate the OV2500 Discovery database and make that switch information
available toall the other OV2500 applications.

The specific UNP (Universal Network Profile) for both wired and wireless users/devices is detailed in
section 7 of this document.
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Deploying the OS6860E in tlaecesslayer will provide the capability of performingleep packet
iyalLlSOdAz2y o65tL0 F2N) 0KS RSOAOSa 0O2yy S0doBeR  { KNP «
cases,SPBM may also be extended to the access layas, well as hardware based advanced

dynamic routing protocols, such as, OSPF can be enabled at the edge layetoaddfie routing

functionality from thecore.

Each wiring closet will have a minimum ofour OS686& switches ina mixture of model
configurationswith -24 & -48 ports, some with PoBupport. Below is a typicaWiring closet to
support up toseventytwo (72) 10/100/1000Base PoEenabledEthernetdevices, and up tainety-
six 06) 10/100/1000BaseFtandard norRPoE Ethernetlevices, this configuratiowill fit most of the
medium to lar@ wiring closets with a total of up to 168 triptepeed Ethernet ports. And up to
sixteen (16) 10GigE SFBplink ports, of which two of those 10GEports will be used to link
aggregate to theNetwork Core. In order to better distribute the traffic load and link resiliency
across thewiringcf 2 8 S0 +/  2odrt #40{(10§ SFR#PM the top-most OS6860E8 switch
in the VC will be used for uplink #dnd port #50 from the bottoramost OS6860#8 switch in the
VC will be used for uplink #2 to form a LinkAgg service to¢iwork core. See diagram below for
the recommended physical connectivity:
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In order for the LinkAgg service to be dynamically created tonthimvork core, the following CLI
command needs to be entered in the OS6860EM&ASter unit before itis interconnected to the

network ore:
->auto - fabric protocols lacp admin - state enable

Thecore will dynamically create the LinkAgg service sincestite-configuration is enable, which
includes the Autd ! / t | & Lautddd2 yF X 3 dzKEB (0 & 2 y Eabric je&Rurelsgiiitiet £ A 3 Sy (
network core.

6.1. Enabling auto-MRVP atthe network edge in the OmniSwitch 6860 E

The VLAN tags from theetwork access will beautomatically propagated to theetwork core via
the following CLI command:




-> auto - fabric protocols mvrp admin - state enable
Enablingauto-IP or manually configuring router interfacesat the network edge

An existingrouter can be interconnected to theetwork mre to dynamically create the router
interfacesacross the networlfor those switch/routers thahave AutelP enabledin regards to the
OS6860E at thaviring closets sincethe auto-fabric is disabled for thisportion of the initial
configuration the OSPF router interfacesould need to be configured manuallyefer to the
OmniSwitch AOS Release 8 Advanced Routing Guide for tlodics@tl commands to load this
software The switch configuration can be accdisiped via Webview or CLI and entered into the
master unit of thewiring closet VC.

The OSPF chapter describes the basic components of OSPF and how to configure them through the
CLIFor more details about the syntax of commands, follow the configurapimcedures described
in that chapter, including:

Loading and enabling OSPég(page 114)

Creding OSPF areas (see pagés)

CreatingOSPF interfaces (see pag&)

Creatirg virtual links (see page2l)

Configuring redistribution sing route maps (segage 121)

Conveting localinterfaces intodOSPMPassive Interface Using Route Map 6 & S $28)LJF 3 S ™

eEegegeee

The advanced routing image must be installeefore any OSPF configuration parameters can be
entered For information on how to install image files, see tbmniSwitch AOS Release 8 Switch
Management GuideAfter the image file has been installegou will need to load the OSPF software
into memory and enable it, as described below

Loading thesoftware-¢ 2 f 2 R GKS h{t C &2T7¥i{ a«onfigBratianyentdr (1 KS N.
the ip load ospf command at the system prompt:
- > ip load ospf

Enabling OSPF hy 0S (KS h{tC &a2Fdg6lFNBE KIFI&a 0SSy f21I1I
configuration (either through the CLI or on startup), it must be enabled. To enable @S&F

router, enter the ip ospf admistate command athe CLI prompt:
- > ip ospf admin - state enable

Once OSPF is enabled, you can begin to seéh@®©@SPF parameters-or additional configuration
examples and guidance refer to the AOS Release 8 Advanced Routing Guide.



7. Network Access and Security

Ensuring that each network user has the correct rights, which is independent from the media used to
access the networks of the utmost importance.

Secure network access has been seen as an administrative overhead, with the benefits not immediately
apparent. ALEhas several products and features that simplify the deployment of very secure yet
entirely flexible 802.1xonfigurations.

This chapter covers the different options to configure and secure the network acressm
management of the various ACLacdesscontrol lists) to deploying a configuration to a switch or
controller, and from the users point of view with 8 A YL A FASR LINRPOSaa (2 2yo?2
network equipment (tablets, laptops etc.)

Users liable to connect via a cable or via wirelé8%H) should have the same right$his poses a
challenge when there are two different types of networgugoment to be managed. Traditionally,
administrators would need to configure the rights on the wired network (usually vigrdaralized
management system) and then ensure that these same rights are duplicated on the wireless
configuration. Using Omni\és 2500 greatly simplifies this process by giving the administrator the
ability to configure network access rights ONCE and then pusihéngame configuratiomo both wired

and wireless switches and controllers.

7.1. Securing the access

Many different optionsexistfor securing user network access. MAC authentication, 802.1x, whitelists,
blacklists etc.

¢C2RIFI&8Qa Y2RSNY ySGg2NJl Ay Sljdza LIYSyY (i ¢cradmayB®@Mx G A OF £
There are two main choices on how tiee and implement 802.1x for user access: username/password
combinations or digital certificates.

The majority ofgovernmentalinstitutions use some sort of LDARsed authentication source MS
Active Directory is one example. This allows an autheimicahallenge to access network resources at
the user/application level.

It is possible to integrate this already existing authentication source to add extra security to the network
by challenging the user as soon as theygbally connect to the netw, by either pluggingn an
RJ45/Ethernet cable or associating to a wireless SSID.

The RADIUS protocol acts as a relay between network equipment and the selected authentication
source. By implementing 802.1x authentication and RADg0@rnmental mstitutions can leverage

their existing authentication sources, and indeed add extra authentication sources if required, to allow
network access.

By using RADIUS it is possible to identify the user, and based on certain characteristics (chosen by the IT
administrator or defined in the corporate security policy), determine the exact network access rights the
user has.

Consider the following simple flow of a RADIUS request:




User Logs in

A

Switch/Controller
challanges user for
password

Y

Switch/Controller sends
credentials to RADIUS
Server

Y

RADIUS server performs
authentication request 1o
authentication source

RADIUS server makes a
YES—»| LDAP call to determine
User’s Access rights

NO

Send authentication RADIUS sends 'Filter-1D’
FAILED to Switch/ containging the UNP/
Controller Role for the user

h 4 4

Switch/Controller
attributes the UNP/Role
to the users session

Switch Refuses Access
STOP.

User gains access to the
network, determinind by
the UNP/Role

In the above example, aftem successful authenticatiordQuccess) the RADIUServer will issue @

LDAP callTheresult of thiscaRS G SNXYAy Sa (KS dzaSNna | 00Saa NRIKGaAD
to differentiate between users. It is possible to makéexision2 y (G KS dza SNRA y Si g2 NJ

based on the departent they work in, ofjob title (for example). It is possible to make several calls to

gain as much information as needed to determine the final network acc€ssisider the followindpy

dzaAy 3 GKS a/ 2yy S On-8nd solttoh desciibetia S O (aAS2¢y SaynRb ocdiserr Y A T A SF
ySiso2N] LINEFYRS&BSOUBEFOo&Gnd [ ! b !aaA3IYyYSyld 3 bSi
9yl ofSYSyd tftlyyAy3aé Ay (GKAa R20dzySyi

IF usergroup =6Captairt THEN send filtelD =dCaptairg

IF usergroup =&Soldieé ANDclass=dl€ THEN send filtelD =&Soldier lieutenant 1€
IF usergroup =&Soldieé ANDclass= 3¢ THEN send filtelD =&Soldier lieutenant 3¢




The configuration on the switch or controller stays the same. In the above example, there would be
three UNPs to create & / | LIGd {A2yTéR A S NI f ancbed#(i 25ty R Ay S NiUBEE AASUINS Sayi be/ G @
created for each type of user or type of user accessiredgu
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the network. This is where Unified Access comes in, offering an administrator the possibility to deploy
UNP/Roles efficiently anahinimizingerrors.

7.2. Unified Access

Unified Access (UA) ise Alcatet dzOSy (i 9 galutoNthdNMaminiSteriag network access. UA is
split into two distinct offerings:

1. UA Standard: Centraéd management and configuration of UNPs (User Network Profile)
used onthe switch anduserroles used on the wireless controllers. Both UNP ase&froles
perform the same function: they contain a list of ACLs which allow, deny or in some way
Y2RAFE (KS dzaSNRa ySig2N)] F00Saasz Foralyd gAGK
MAC authentication etc.).

2. UA Premium: Also referred to as BYOD (Bring Your Own Device), this covers additional
features to enable smooth distribution of 802.1x certificates, Host Integrity Check (HIC) and
advancedguestmanagementtaptive portal administration.

7.2.1. Unified Access Standard z intro

UA Standard uses, at its heart, the OmniVista2500 NMS (Network Management Sy$teenAlicatel
LucentOV2500NMShas the functionality to pralefine all ALCs/VLANStc., and group them into lists
which can then be used to provision the switch (UNP) or controftde) with the correct network
access details for each user or type of user that will connect to the network.

The unique selling point here is that the admiragor can create these requirements just once, and
then select both wired and wireless equipment and push the configuration to taethe same time.

The backend workflow of OV2500 will translate the ACL requirements, and issue the commands to all of
the equipment. This eliminates the possibility of any errors being introduced (by having to repeat the
process twice) and saves time and money by reducing the steps needed to provision the same network
access rules to all equipment on the network.

7.2.2. UAStandard z Accessrights planning

As in any scenario where a global approach to deployment is required, the first step is to map out the
different user rights that will be needed. This includes:

1. Definegroups of users that will each have a set of rights shémechany users
2. Define exceptions for either users/groups
3. Define quarantine or restricted access rights




Access rights can be defined along the following guide lines:

AccessGive access to or from an IP address, IP subnet, MAC address, protocol etc.
Deny Deny access along the same lines as an accept rule

Time ofday: Allow or deny access inside or outside a given time period

Give a QoS setting; map priority levels

PwnNpRE

Once the different groups and UNBIle requirements have been defined, it is then a sienplatter of
using the stepby-step GUI interface on OV2500 to create them, attach them to a UNP and then push
the UNP to the switch and controller.

7.2.3. UAStandard z Configuration example

Unified Policies (ACLs specifically destined for UA provisioning) are created individually and are grouped
together to form aUnified Policy list. It is this list that will be attached to a URBE.

Please note that the following does not cover inigalitch discovery, Authentication profile creation or
1l LINPFAES ONBFGARYWA{ aXBOKS! INB FBND Sil2a Si K@ {66 A (1 OK
hYYA{6AGOK ! h{ wSfSIasS yform&didataidl] / 2y FAIdzNI GA2Y Dd

Scenario 1: Consider tli@llowing requirements for a group of users:

1. Groupname:Class_3_ Soldier

2. Access Rights: ALL access to two subnets fromdhemet subnet:
a. 192.168.10.0/24
b. 192.168.200.0/24

3. A 2MB bandwidth limitation

4. Access only during office hours

The following screensh® and instructions cover the creation of this Unified Access policy:
From OV2500, select thiénified Accessmenu at the top of the page, then sele@tinified Policy:

# Home

Network= Configuration~ Unified Access« Security~ Administrator~

Unified Profile.  Unified Policy = MultiMedia Services  Premium Services

+
On the next page, select thiplus sigs ( ) to create a new Unified Policy.

Eachpolicy requires a unique name, and preference. The preference must be unique for each policy
that will be contained in the sam@olicy list:
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-
-

Click next, and on this page select the switch(s) that you wish to provision. You can select a wihed switc
and/or a wireless controller:

Click on next, and on this page, you will configure the characteristics of the Unified Policy. A reminder of
our selected criteria:

1. Accessights: ALL access to a single subnet from thiemet subnet (192.168.100.0):
a. 192.168.200.0/24

2. A 2MB bandwidth limitation

3. Access only during office hours



























































































































