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1. Introduction  

Central governments and departments of defense are all looking for ways to enhance security for 
information services for citizens and government workers while keeping budgets under control. 
 
At Alcatel-Lucent Enterprise, we understand the secure communications needs of government agencies 
and have experience building converged voice and network infrastructure for a wide range of 
governmental authorities. 
 
Government networks worldwide face a growing number of challenges in keeping their network 
infrastructure secure for their authorized government employees as well as for their citizens.  Such 
challenges include providing secured access to information; keeping that information up to date; and 
providing the latest technologies demanded by their users and applications.  
 
Today's government officials have access to multiple devices, some expecting an extensive interactive, 
multimedia mobile experience, with high-bandwidth and secure mobility options in their network.  
Government IT must meet these expectations in order to keep their network secured and available for 
their authorized users. 
 
The new multimedia application requirements bring added stress to the network infrastructure; the 
legacy networks cannot support or scale to support these new requirements.  The network needs to be 
upgraded and obviously, redesigned to support these new network challenges. 

1.1. Purpose 

This document will provide the Alcatel-Lucent OmniSwitch® and Alcatel-Lucent OmniAccess® 
Wireless platform configurations to deploy an end-to-end intelligent network infrastructure 
solution.  This document provides ƎǳƛŘŜƭƛƴŜǎ ŦƻǊ ƳŀƴŀƎŜƳŜƴǘ ά.Ŝǎǘ tǊŀŎǘƛŎŜǎέ ŀƴŘ ŎƻƴŦƛƎǳǊŀǘƛƻƴ 
syntax for configuring specific features that are required to create a dynamic Government Network 
Solution Blueprint. 

1.2. Audience  

This government network solution blueprint document is intended for network architects (NAs) and 
systems engineers (SEs) that are involved in the design, implementation, and maintenance of 
networks in the government verticals.  Such presales resources shall utilize this solution blueprint to 
guide our government entities in the architecting and design of an OmniSwitch / OmniAccess 
network under our Unified Access and Application Fluent Network architecture umbrella. 
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1.3. Scope 

![9ΩǎΣ ƳŀǊƪŜǘŜŘ ǳƴŘŜǊ ǘƘŜ !ƭŎŀǘŜƭ-Lucent Enterprise brand, OmniSwitch and OmniAccess products 
are intelligent and high-performing, offering many intelligent and dynamically configured features to 
handle the emerging and bandwidth-hungry applications.  Those network requirements come in the 
form of greater support for mobility, security and higher-performing Ethernet (wired and wireless) 
access. 
 
The OmniSwitch platforms are designed to support high-density Gigabit Ethernet (GigE) and 10 GigE 
for the most demanding converged networks.  Some OmniSwitch 6900 (OS6900) models also 
provide high-density 40 GigE for the backbone core and Data Center solutions.  In addition to high 
performance and availability, the OmniSwitch platforms offer enhanced quality of service (QoS), 
user authentication, and comprehensive security features to ΨƭƻŎƪ-ŘƻǿƴΩ the network edge while 
accommodating authorized users and device mobility with a high degree of integration between the 
wired and wireless LAN.  If deep packet inspection (DPI) is required at the edge / access or 
aggregation layers, the enhanced models of the OmniSwitch 6860 (OS6860E) family is equipped with 
a hardware co-processor to handle the DPI.  The OS6860E also supports emerging services such as 
application fingerprinting for network analytics and up to 75 watts of Power over Ethernet (PoE) per 
port, making it ready to meet the evolving business needs for all branches of government networks. 

2. Architecting Resilient, Secure, Dynamic and Self-Healing Netw orks  

 
¢ƻŘŀȅΩǎ ƴŜǘǿƻǊƪǎ ƴŜŜŘ ǘƻ ōŜ ŀǊŎƘƛǘŜŎǘŜŘ ǘƻ offer: 

¶ Self-healing 

¶ Resiliency ς with sub-second failover 

¶ Optimal network bandwidth use 

¶ Simple to deploy and manage.  

Refer to section 2.1. Intelligent Fabric & IEEE 802.1aq Shortest Path Bridging (SPB) below for additional 
details. 
 
¢ƻŘŀȅΩǎ ƴŜǘǿƻǊƪǎ ƴŜŜŘ ǘƻ ōŜ ǇǊƻǾƛǎƛƻƴŜŘ ŀƴŘ ƳŀƴŀƎŜŘ Ǿƛŀ ŀƴ ƛƴǘŜƭƭƛƎŜƴǘ network management system 
to facilitate the creation and provisioning of user and device profiles with appropriate authentication 
and authorization into the network. Refer to section 2.2 Network Management System for additional 
details. 
 
¢ƻŘŀȅΩǎ networks have to handle the bandwidth-hungry multimedia applications, and be able to 
dynamically adapt to the ever-changing network user and device requirements.  Such a network needs 
to support dynamic intelligence for fast re-convergence and self-configuring of services to better handle 
the ever-increasing applications requiring specific quality of service (QoS) and security parameters that 
are specific to each user or device connecting to the network via wired or wirelessly.  Refer to section 
2.3. Unified Access ς User Network Profiles (UNPs) below for additional details. 
 
¢ƻŘŀȅΩǎ ƴŜǘǿƻǊƪǎ ƘŀǾŜ ǘƻ ŀŘŀǇǘ ǘƻ ǎŜŎǳǊŜƭȅ ƘŀƴŘƭŜ ǘƘŜ ŎƻƴƴŜŎǘƛǾƛǘȅ ŀƴŘ ǇǊƻ-active authentication of IoT 
device containers.  Refer to section 2.4 End-to-end intelligent and dynamic network solution: The 
connected military base below for additional details. 
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2.1. Intelligent Fabric & IEEE 802.1aq Shortest Path Bridging (SPB)  

The OmniSwitch family of products is designed with high-resiliency features to help eliminate 
traditional network layers.  The high-density support of GigE to the desktop with 10GigE uplinks to 
the core helps eliminate the use of distribution layer switches.  This design enables the 
άGovernment Networks ±ŜǊǘƛŎŀƭ .ƭǳŜǇǊƛƴǘέ ŦƻǊ ǘƘŜ ǎƛƳǇƭƛŦƛŎŀǘƛƻƴ ŀƴŘ ǘƘŜ ŜƴŀōƭŜƳŜƴǘ ƻŦ ![9Ωǎ 
Intelligent Fabric features from the network access to the core. 
 
In this network simplification of a two-tier network design, the aggregation layer is eliminated with 
every access closet directly attached (dual-attached, when possible) to the Core, either to a VCs of 
multiple OmniSwitch 6900 (OS6900) switch platforms; or future option for a modular OmniSwitch 
9900 (OS9900) in a VC of two chassis. 
 
![9Ωǎ LƴǘŜƭƭƛƎŜƴǘ CŀōǊƛŎ ŀǊŎƘƛǘŜŎǘǳǊŜ ŀƭƭƻǿǎ Ƴŀƴȅ ŦŜŀǘǳǊŜǎ ǘƻ ōŜ ŘȅƴŀƳƛŎŀƭƭȅ ŎƻƴŦƛƎǳǊŜŘ ōŀǎŜŘ ƻƴ ǘƘŜ 
physical connectivity of the OmniSwitch and the access devices which could trigger UNPs, if 
required.  For example, when the Intelligent Fabric (factory enabled on most OmniSwitch platforms) 
architecture is deployed, the network edge to the core can be dynamically configured with the 
following features:  

¶ Virtual Chassis (Auto-VC) 

¶ LACP (LinkAgg) 

¶ SPB-M network core services (Auto-SPB) 

¶ OSPF Routing protocol (Auto-IP) 

¶ Dynamic SPB Service Access Points (SAPs) 

¶ Multiple VLAN Registration Protocol (MVRP).  

 
IEEE 802.1aq Shortest Path Bridging (SPB) is the next step in the evolution of various spanning tree 
protocols. This standard uses the link state protocol ISIS instead of spanning tree in bridged 
networks to create loop free tree topologies. 
 
SPB makes use of the link state algorithm to create multiple trees in the network, with each tree 
rooted at one of the bridges. SPB uses an enhanced version of the ISIS protocol (ISIS-SPB) for this 
purpose. Each bridge is the root of one particular tree and there can be as many trees as the 
number of bridges in the whole network. It is clear that when a bridge is the root bridge, traffic 
originating from that bridge has the shortest path to every other bridge in the network.  So, unlike in 
STP case where there is only a single root bridge, in SPB networks as every bridge is a root bridge, 
traffic originating from any bridge is guaranteed to take the shortest path to any destination.  Using 
this arrangement, the traffic assigned to a single VLAN could also take multiple paths across the 
network and the path will depend on where the traffic originated. This is sufficient to guarantee 
better use of redundant links in the network.  
 
There are two flavors of SPB supported by the IEEE 802.1aq standards: SPB-V and SPB-M. This 
Government Network Solution Blueprint document is solely focused on the SPB-M which is 
supported in the advanced OmniSwitch family of networking products. 
 
The benefits of SPB include the following:  

ω Scalability ς {t. ǎŎŀƭŜǎ ǘƻ Ƴƛƭƭƛƻƴǎ ƻŦ άǎŜǊǾƛŎŜǎέ  
ω Evolved from carrier ς MPLS-like functionality (VPLS service-oriented approach) without the 

cost and complexity 
ω Secure separation ς multi-tenancy, compliancy, and so on  
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ω No constraints on network topology ς make use of the fiber plant (mesh, ring, hub and 
spoke)  

ω Interoperable with carrier offerings (MPLS, OAM)  
ω wŜƳƻǾŜǎ ǘƘŜ ƭƛƳƛǘŀǘƛƻƴǎ ŀƴŘ ŎƻƴŎŜǊƴǎ ƻŦ άǎǘǊŜǘŎƘƛƴƎέ ƭŀȅŜǊ н ǎŜǊǾƛŎŜǎ ǘƘǊƻǳƎƘ ǘƘŜ ŎƻǊŜ 
ω You can use SPB for layer 3 and layer 2 multi-path transport without the use of STP  
ω Standards-based IEEE 802.1aq ς no lock-in (proprietary) technology, fully interoperable and 

ratified in IETF and IEEE  
ω Resiliency - sub-second failover  
ω Optimal network bandwidth use  
ω Simple to deploy and manage  
ω Plug-and-play using Alcatel-[ǳŎŜƴǘ 9ƴǘŜǊǇǊƛǎŜΩǎ ǎǘŀƴŘŀǊŘǎ-based Intelligent-Fabric  

 

2.2. Network management system 

The Alcatel-Lucent OmniVista® 2500 Network Management System (OV2500 NMS) will be deployed 
to provision the OmniSwitch Network.  OV2500 NMS provides a web-based interface for 
management providing a cohesive management and network wide visibility increasing IT efficiency 
and business agility.  OmniVista 2500 NMS has a smart integration with the latest web techniques 
allowing access anytime from anywhere. OmniVista 2500 NMS has a web interface providing a 
ŎǳǎǘƻƳƛȊŀōƭŜ ŘŀǎƘōƻŀǊŘ ǘƘŀǘ Ŏŀƴ ōŜ ǘŀƛƭƻǊŜŘ ǘƻ ǘƘŜ ƴŜǘǿƻǊƪ ŀŘƳƛƴƛǎǘǊŀǘƻǊΩǎ ƴŜŜŘǎ ƻŦ Ƴƻǎǘ ǳǎŜŘ ƻǊ 
critical management functions. 
 
OV2500 NMS provides unified management of your whole network with Alcatel-Lucent Enterprise 
network and third-party network equipment. Providing a network-wide management system for the 
Alcatel-Lucent Enterprise Network portfolio, OV2500 comprises a comprehensive set of components 
and tools for infrastructure configuration monitoring, security, device configuration, alert 
management, quarantine, troubleshooting, downtime resolution and overall management.  It 
reduces cost and time required for efficient deployment of QoS and ACLs across thousands of 
devices delivering consistent policy behavior. 
 
Network analytics monitor network bandwidth and key traffic patterns through advanced collection 
and reporting capabilities, providing insights to ǘƘŜ ƎƻǾŜǊƴƳŜƴǘΩǎ IT department on how network 
resources are consumed, for a proactive optimization of the authorized user quality of experience. 

 

2.3. Unified Access ɀ User Network Profiles (UNPs)  

CƻǊ ǎŜŎǳǊƛƴƎ ǘƘŜ ƴŜǘǿƻǊƪ ŀŎŎŜǎǎ ǳƴŘŜǊ ![9Ωǎ ¦ƴƛŦƛŜŘ !ŎŎess (UA) umbrella, we recommend the 
Access Guardian 2.0 role-based policies which are achieved through the OmniSwitch Universal 
Network Profile (UNP) features.  A UNP profile defines network access for one or more user devices.  
Each device that is assigned to a specific profile is granted network access based on the profile 
criteria, instead of on an individual MAC address, IP address, or port basis. 
 
Assigning authorized users to a profile provides greater flexibility and scalability across the network.  
Administrators can use profiles to group users according to function. All users assigned to the same 
UNP become members of that profile group. The UNP then determines what network access 
resources are available to a group of users, regardless of source subnet, VLAN, or other 
characteristics. 
 
Dynamic assignment of devices to UNP profiles is achieved through UNP port-based functionality 
that provides the ability to authenticate and classify device traffic. Authentication verifies the device 
identity and provides a UNP name. In the event authentication is not available or is unsuccessful, 
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classification rules associated with profiles or UNP port configuration parameters are applied to the 
traffic to determine the UNP assignment. 
 
More than ever before, security needs to be built in from the ground up and applied universally 
across all methods of access for the network, wired or wireless. Network edge security services 
provided with the Alcatel-Lucent Enterprise solution are applied to each individual or device, rather 
than fixed to the switch port. Using role-based profiles, an authorized user connecting to the 
network is authenticated and then a user profile is assigned that specifies all the network security 
behavior including access control lists (ACLs) and firewall rules. With this capability, wherever the 
user goes its unique security rules will follow. Indeed, embedded in the access layer switches and 
APs is a feature unique to Alcatel-Lucent Enterprise: The ability to manage conversations 
contextually, using the Alcatel-Lucent Enterprise UNP. 
 
Unified Access (UA) standard uses, at its heart, the OmniVista 2500 NMS.  Alcatel-Lucent OV2500 
has the functionality to pre-define all ALCs/VLANs etc and group them into lists which can then be 
used to provision the switch (UNP) or controller (Role) with the correct network access details for 
each user or type of user that will connect to the network. 
 
The unique selling point here is that the administrator can create these requirements just once, and 
then select both wired and wireless equipment and push the configuration to them at the same 
time.  The backend workflow of OV2500 will translate the ACL requirements, and issue the 
commands to all of the equipment.  This eliminates the possibility of any errors being introduced (by 
having to repeat the process twice) and saves time and money by reducing the steps needed to 
provision the same network access rules to all equipment on the network. 

2.4. End-to-end intelligent and dynamic  network solution : The connected mili tary base 

Figure 1 below illustrates an end-to-end intelligent and dynamic military base network enabling 
many of the OmniSwitch features to support a secure network access both wired and wireless 
devices to enable a secure mobile environment.  The figure below illustrates IoT devices and security 
containers via UNPs.  The different containers are created for the different device and user profiling, 
thus keeping the information flow secure within each functional container. CƻǊ ŜȄŀƳǇƭŜΣ ǘƘŜ άōŀse 
security containerέ would have the highest QoS priority over the other data traffic so the flows will 
always make it through the network during high-network utilization and emergencies for the door 
locks and security cameras. 
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Figure 1: The Connected Military Base 
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3. Security Best Practices  

¢ƻŘŀȅΩǎ ƴŜǘǿƻǊƪǎ ƴŜŜŘ to be secured, not only via software features, but with physical security and 
network-ǿƛŘŜ ǎŜŎǳǊƛǘȅ ōŜǎǘ ǇǊŀŎǘƛŎŜǎ ŀǎ ǇŜǊ ǘƘŜ ǾŜƴŘƻǊǎΩ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎΦ  

3.1. Security management considerations  

The primary security layer which needs to be addressed is the switch management and the 
recommended best practices to close and secure the serial, telnet, and in-band management ports 
of the OmniSwitch platforms.  The device and user connectivity will be addressed at the network 
access / edge with ALEΩǎ Unified Access solution. 
 
The following security best practices and recommendations apply to network core (OS9900 and 
OS6900), and access switches (OS6860E and OS6450). 
 

Control physical access - Physical access to switches and wiring closets allows an intruder to power 
cycle a switch, remove or replace critical components, and to alter cable wiring.  Physical access to 
network jacks allows an intruder to enter the network inside the firewall.  It is recommended that 
critical switches be housed in locked rooms with limited access. The OmniSwitch coldStart and 
warmStart traps should be monitored to detect cycling of critical switches. 
 

Train personnel - Organizations work hard at selecting honest employees.  Yet, without 
άInformation Security Awarenessέ training the employees could inadvertently leave the switch open 
to misuse or threats.  ALE offers training classes to enhance the skills of network personnel. 
 

Maintain and review activity logs - OmniSwitch is set up to assist in monitoring activity on the 

switch with SNMP traps, local switch log and remote syslog. 
 

Set correct date and time - NTP should be used to allow proper synchronization of events in logs 
and to ensure proper password aging.  If an anomaly occurs having a common time basis allows 
separating the cause from the effects and greatly improves the ability to perform a forensic analysis.  
The NTP server should use key encryption (i.e., MD5 encryption) to prevent a rogue NTP server from 
affecting the network.  A key file will need to be loaded onto the switch. 

 

All user accounts, other than admin, should use remote authentication - T1.276-2003 and other 
standards recommend using a remote RADIUS server for account control.  This allows network wide 
control of accounts reducing the risk of inadvertently leaving an account unsecured.   The only local 
account should be the admin account to be used only for emergency reconfiguration. 

 

Set appropriate LAN power limits - The high cost in PoE is the power supply.  Most networks plan 
the power supplies for the actual load and not the maximum possible.  In normal operation this is 
not a problem as most devices, such as an IP phone, draw a fraction of the maximum power per 
port.  However, if a rogue device were to draw maximum power on multiple ports it could cause a 
high priority device to drop if not properly configured.  Critical devices, such as a security camera, 
should be given PoE priority so it cannot be dropped.  Also the maximum wattage on all PoE ports 
should be lowered to the actual peak power needed. 
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Turn off insecure protocols - Insecure protocols are provided by AOS to support legacy systems.  
They are not recommended.  Secure protocols are available which provide the same type of 
functionality.  All services which are not used should be disabled to further reduce exposure.   
 

Network protocols should be blocked from user ports - If network protocols are not blocked from 
user ports a rogue device could send these protocols and disrupt normal network operations. 
 

Sessions control needs to hide device uniqueness - Part of a network security is not allowing 
malicious users ǘƻ ƘŀǾŜ ƪƴƻǿƭŜŘƎŜ ƻŦ ŀ ŘŜǾƛŎŜΩǎ ƛŘŜƴǘƛǘȅ ƻǊ ǘȅǇŜΦ  Lǘ ƛǎ ǊŜŎƻƳƳŜƴŘŜŘ ǘƘŀǘ ŀƴȅ ǇǊŜ-
banner be the same for all devices on the network whether servers or network equipment.  This 
prevents giving a clue to a malicious user of any possible weakness of a device.  It is recommend that 
a warning banner be used either pre or post login which warns users about the ownership of the 
network and consequences of misuse.  This can deter casual misuse and in many geographic regions 
is a legal requirement. 
 

Link Layer Discovery Protocol (LLDP) - The OmniSwitch LLDP agent security mechanism provides a 

solution for secure access to the network by detecting rogue devices and preventing them from 
accessing the internal network. LLDP agent security can be achieved by allowing only one trusted 
LLDP remote agent on a network port. 
 
User is provided an option to configure the Chassis ID subtype that can be used in validating the 
Chassis ID type in the incoming LLDP PDU. If the Chassis ID is not configured, by default, the first 
LLDP remote agent is learned with the received Chassis ID. When more than one LLDP agent is 
learned on a port, the port is moved to a violation state. The OmniSwitch LLDP agent security 
mechanism provides a solution for secure access to the network by detecting rogue devices and 
preventing them from accessing the internal network. LLDP agent security can be achieved by 
allowing only one trusted LLDP remote agent on a network port. 
 

Denial of Service (DoS) filtering - By default, the switch filters denial of service (DoS) attacks, which 

are security attacks aimed at that are available on a private network or the Internet. Few attacks aim 
at system bugs or vulnerability (for example, teardrop attacks), while other types of attacks involve 
generating large volumes of traffic so that network service is denied to legitimate network users 
(such as Pepsi attacks). 
 

3.2. OmniSwitch Certification Requir ements for Government and D epartment of 
Defense Networks  

 

3.2.1. ,'3 )ÎÎÏÖÁÔÉÏÎÓȭ ÉÎÄÅÐÅÎÄÅÎÔÌÙ ÃÅÒÔÉÆÉÅÓ ÔÈÅ /ÍÎÉ3×ÉÔÃÈ !/3 ÓÏÆÔ×ÁÒÅ 

code integrity: CodeGuardian Ά 
¢ƘŜ hƳƴƛ{ǿƛǘŎƘΩǎ !ƭŎŀǘŜƭ-Lucent operating software (AOS) has been security hardened in 
partnership with LGS Innovations to further protect it from possible network hacks, data 
breaches, information theft, and other malicious network attacks that are on the rise. 
 
LGS Innovations is an independent company focused on security to provide solutions to the 
US federal government. LGS recognizes the importance of network level software integrity 
as a component of the larger network security ecosystem. With a dedication to the 
evolution of enterprise support born from extensive experience deploying secure, mission-
ŎǊƛǘƛŎŀƭ ǎǿƛǘŎƘƛƴƎ ǎƻƭǳǘƛƻƴǎΣ [D{ LƴƴƻǾŀǘƛƻƴǎ ƻŦŦŜǊǎ /ƻŘŜDǳŀǊŘƛŀƴϰ (CG): a solution that 
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hardens network devices at both the software source code and binary executable levels to 
enhance overall network security. 
 
CG brings additional security to your OmniSwitch networking devices; it starts with the 
assumption that a network switch/router is a valid attack vector ς and it is.  CG makes our 
OmniSwitches more secure by providing source code level validation from a third party. CG 
then takes AOS object code and scrambles it making it harder for an attacker to compromise 
the switch if vulnerability is found. 
 
We also provide this software from a secure website making in-transit tampering of the 
software impossible. It does not replace anything that you have for security today ς but it 
does make your network switches more secure. 
 

3.2.2. !,%ȭs OmniSwitch security certification s for compliance for device 
requirements in  government network s 

ALE has continued to develop networking devices with security at the forefront, as 
explained in the previous section, the AOS diversification via /ƻŘŜDǳŀǊŘƛŀƴϰ ƛǎ ǘƘŜ ŦƛǊǎǘ 
step.  ALE has continued to drive to attain the highest government mandated security 
certifications compliance, such as, JITC (Joint Interoperability Test Command), Common 
Criteria (CC), NATO registered, and FIPS-140-2.  In addition to those industry certifications, 
ALE has addressed security in an in-depth security layered approach, as illustrated in the 
block diagram below: 
  

 
 
Each of theǎŜ ƭŀȅŜǊǎ ƛǎ ǎǳǇǇƻǊǘŜŘ ǿƛǘƘ ![9Ωǎ ŀŘǾŀƴŎŜŘ hƳƴƛ{ǿƛǘŎƘ ŦŀƳƛƭȅ ƻŦ ƴŜǘǿƻǊƪƛƴƎ 
devices as further explained in this solution blueprint document. 
 
I will provide a brief explanation of what these industry certifications bring to further secure 
an OmniSwitch network. For example, JITC, it is a US Department of Defense's Joint 
Interoperability Certifier and the only non-Service Operational Test Agency for Information 
Technology (IT) / National Security Systems (NSS).  JITC provides risk based Test Evaluation & 
Certification services, tools, and environments to ensure Joint Warfighting IT capabilities are 
interoperable and support mission needs. 
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The Common Criteria for Information Technology Security Evaluation (abbreviated as 
Common Criteria or CC) is an international standard (ISO/IEC 15408) for software's and IT 
ǇǊƻŘǳŎǘǎΩ ǎŜŎǳǊƛǘȅ ŎŜǊǘƛŦƛŎŀǘƛƻƴΦ 
 
Common Criteria provides assurance that the process of specification, implementation and 
ŜǾŀƭǳŀǘƛƻƴ ƻŦ ŀ ǎƻŦǘǿŀǊŜΩǎ ƻǊ L¢ ǇǊƻŘǳŎǘΩǎ ǎŜŎǳǊƛǘȅ Ƙŀǎ ōŜŜƴ ŎƻƴŘǳŎǘŜŘ ƛƴ ŀ ǊƛƎƻǊƻǳǎΣ 
standard and repeatable manner at a level that is commensurate with the target 
environment for use.  Common Criteria is used as the basis for a Government driven 
certification scheme and typically evaluations are conducted for the use of Federal 
Government agencies and critical infrastructure. 
 
The OmniSwitch family of products follows the below Level of certification:  

¶ EAL2: Structurally Tested - EAL2 requires the cooperation of the developer in terms 
of the delivery of design information and test results.  

¶ NDcPP: Network Device collaborative Protection Profile - This collaborative 
Protection Profile (cPP) was developed by the Network international Technical 
Community with representatives from industry, Government agencies, Common 
Criteria Test Laboratories, and members of academia. 

What does this certification mean exactly in term of security for the ALE OmniSwitch 
equipment? 

¶ Improved password policies and lockout setting for the users  

¶ Restricts access to the switch only for certain IP addresses (configured as 
management station), bans those IP addresses permanently from further access on 
invalid authentication attempts reaching threshold limit  

¶ Provides option to configure privileges for all access types, align IP services 
dynamically with AAA authentication configuration  

¶ Restricts only one session per user  

¶ Option for password obscuring to prohibit disclosure while entering the password  

¶ Option to configure user passwords with SHA-2+AES encryption  

¶ SSH/SSL Pub Key hashed with SHA2  

¶ Supports both DSA 1024 and RSA 2048 public key algorithms for SSH private and 
SSH public keys  

¶ Provides option to verify the integrity of the images in a given directory is matching 
with the SHA-2 (SHA256)  shared along with the image file  

¶ Process Self-Test functional commands to view the major hardware and software 
process status  

¶ Support of TLS 1.2 version for TLS connections  

¶ Valid ASA credentials need to be provided to access SWLOG content 
 
And the Federal Information Processing Standard 140-2 (FIPS 140-2) is a U.S. and Canadian 
co-sponsored security standard for hardware, software, and firmware solutions. In the U.S. 
government procurement, all solutions that use cryptography must complete FIPS 140-2 
validation to ensure end users receive a high degree of security, assurance, and 
dependability. 
 
Federal agencies using validated cryptographic modules to protect sensitive government 
data in computer and telecommunication systems must use products that have completed 
FIPS validation. 
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There are two levels of certification:  

¶ Security Level 1 - Basic security requirements are specified for a cryptographic 
module (e.g., at least one Approved algorithm or Approved security function shall 
be used).  

 

¶ Security Level 2 improves upon the physical security mechanisms of a Security Level 
1 cryptographic module by requiring features that show evidence of tampering, 
including tamper-evident coatings or seals that must be broken to attain physical 
access to the plaintext cryptographic keys and critical security parameters (CSPs) 
within the module, or pick-resistant locks on covers or doors to protect against 
unauthorized physical access. 

The OmniSwitch models OS6900 and OS6860E / OS6865 are scheduled for certification for 
both security levels in 3Q2017. 

4. VLAN Assignment & Network Service Resiliency Feature Enablement 
Planning  

4.1. Network -wide dynamically and statically  VLAN assignments  

VLANs will be statically assigned to certain interfaces. However, most of the VLANs and their device 
and port memberships will be dynamically associated based on the Unified Access and IoT Container 
profiling as explained in the ά7. Network Access and Securityέ section.   
 
The VLAN information in the table below is simply provided as guidance for minimal VLAN 
requirements to serve a typical Army base. 
 
Some VLANs will be statically defined and carried across the entire network, for example, the 
Management VLAN (#100).  Other VLANs will be triggered dynamically based on the user/device 
community: 
 

VLAN 
ID 

VLAN Description VLAN Association 

100 Management VLAN (all EMP ports on 
ǘƘŜ h{сфллΩǎ and h{сусл9Ωǎ ǿƛƭƭ ōŜ 
interconnected through this type of 
port across the network) 

Static configuration 

110 Wired or wireless captain profile Dynamically based on user 
profiling (Unified Access) 

112 Wired or wireless soldier profile Dynamically based on user 
profiling (Unified Access) 

115 Wired and wireless civilian profile Dynamically based on user 
profiling (Unified Access) 

150 Security cameras / door locks / 
electrical and cooling/heating 
systems 

IoT devices - dynamically 
based on user / device 
profiling (Unified Access) 

200 IP Telephony and VoIP traffic Dynamically based on 
device profiling (Unified 
Access) 
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Most of these VLANs will be tagged as they leave the OS6860E access switches which will trigger 
UNP SAPs across the SPB-M core network to the Data Center ToR switches (h{сфллΩǎ) for server and 
Internet access. 

Another key feature is virtual routing and forwarding (VRF).  This feature is supported as part of the 
advanced routing software for capabilities for a key element for Internet of Things (IoT) 
containerization and security across a single network.  The VRF feature provides the ability to 
configure separate routing instances on the same switch. Similar to using VLANs to segment Layer 2 
traffic, VRF instances are used to segment Layer 3 traffic. 
 
Some of the benefits of using the multiple VRF feature include the following: 

¶ Multiple routing instances within the same physical switch. Each VRF instance is associated 
with a set of IP interfaces and creates and maintains independent routing tables. Traffic 
between IP interfaces is only routed and forwarded to those interfaces that belong to the 
same VRF instance. 

¶ Multiple instances of IP routing protocols, such as static, RIP, IPv4, BGPv4, and OSPFv2 on 
the same physical switch. An instance of each type of protocol operates within its own VRF 
instance. 

¶ The ability to use duplicate IP addresses across VRF instances. Each VRF instance maintains 
its own IP address space to avoid any conflict with the service provider network or other 
customer networks. 

¶ Separate IP routing domains for customer networks. VRF instances configured on the 
provider edge (PE) are used to isolate and carry customer traffic through the shared 
provider network.  

4.2. Network resiliency features  

 
The Loopback Detection and BPDU Guard are two features which have proven to be very 
comprehensive in large military bases.  In the simplest terms, these features can protect against un-
authorized network switches from being added to the network without IT involvement to prevent 
network loops.  These features make an OmniSwitch network more resilient by automatically 
detecting the loop and shutting down the port involved in the loop. This prevents forwarding loops 
on ports that have forwarded network traffic which has looped back to the originating switch. LBD 
detects and prevents Layer 2 forwarding loops on a port either in the absence of other loop 
detection mechanisms such as STP/RSTP/MSTP, or when these mechanisms cannot detect it (for 
example, a client's equipment may drop BPDUs, or the STP protocol may be restricted to the 
network edge). 
 

DHCP security features 
 
There are two DHCP security features available: DHCP relay agent information option (Option-82) 
and DHCP Snooping. The DHCP Option-82 feature enables the relay agent to insert identifying 
information into client-originated DHCP packets before the packets are forwarded to the DHCP 
server. The DHCP Snooping feature filters DHCP packets between un-trusted sources and a trusted 
DHCP server and builds a binding database to log DHCP client information. 
 
Although DHCP Option-82 is a subcomponent of DHCP Snooping, these two features are mutually 
exclusive. If the DHCP Option-82 feature is enabled for the switch, then DHCP Snooping is not 
available.  The reverse is also true.  If DHCP Snooping is enabled, then DHCP Option-82 is not 
available. In addition, the following differences exist between these two features: 
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¶ DHCP Snooping does require and use the Option-82 data insertion capability, but does not 
implement any other behaviors defined in RFC 3046. 

¶ DHCP Snooping is configurable at the switch level and on a per-VLAN basis, but DHCP 
Option-82 is only configurable at the switch level.  

DHCP Snooping has become very useful when soldiers attempt to add wireless type switches 
(Linksys, DLink, etc) to the network in their sleeping quarters and enabling DHCP services in those 
devices.  The OmniSwitch DHCP snooping feature capabilities blocks those unauthorized services. 
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5. Network Core Architecture (Two -Tier Design)  

In this section, the two-tier network core design is detailed to encompass a redundant core where 
all the wiring closets are dual-attached via 10GigE (via LACP) uplinks to the network core. 
 
The network core is designed as a virtual cƘŀǎǎƛǎ ό±/ύ ƻŦ ŦƻǳǊ ·тнΩǎΤ ŜŀŎƘ h{сфлл ƛǎ ƛƴǘŜǊŎƻƴƴŜŎǘŜŘ 
to each other in a full άmeshέ ƻŦ плGigE QSFP direct attached cables (DACs).  Each OS6900 is 
configured with three virtual fabric links (VFLs) from each other.  Or in a similar port count 
configuration, depending on the end-customer philosophy of a modular switch ǿƛǘƘ ǘǿƻ h{ффллΩǎ 
(VC) or 1U switches in a VC ƻŦ h{сфллΩǎΦ  In order to support the advanced layer 3 (OSPF), SPB, and 
VC functionality, the advanced layer 3 (OS6900-SW-AR) needs to be included in the BoM for each 
OS6900 chassis. 
 
For the distributed wireless support, we will deploy a "master and slave" wireless centralized 
controller architecture, see Figure 2 below.  These controllers are dual-attached via 10GigE ports to 
the core switches to provide high-availability and the maximum bandwidth available.  These 
controllers support the access points (!tǎύ ŎƻƴƴŜŎǘŜŘ ǘƻ ǘƘŜ h{сусл9Ωǎ at the access layer 
supporting the IEEE 802.11ac standard (mixture of Wave 1 and 2 APs - 75% of the overall total) with 
requirements up to 30 watts of PoE+ per port.  Of which, twenty-five percent (25%) of those Wave 2 
APs require PoE++ of 60 watts.  The remaining 25% of the overall AP count deployment are legacy 
IEEE 802.11n APs with requirements of 15.4 to 30 watts of PoE+ per port. 

 
The virtual chassis of OS6900-·тнΩǎ in the network core is dual-attached via 40GigE ports to the Data 
Center core (DC). The DC Core switches aggregate the multiple top-of-rack OS6900 switches. 
 
The network access (edge) is ŎƻƴŦƛƎǳǊŜŘ ǘƻ ǎǳǇǇƻǊǘ ǎŜŎǳǊŜ Ƴƻōƛƭƛǘȅ ŀƴŘ ŀǳǘƘŜƴǘƛŎŀǘƛƻƴ Ǿƛŀ ![9Ωǎ 
Unified Access (UA) features.  In figure 2 below, the diagram illustrates a virtual chassis (VC) core 
with four OS69ллΩǎ ƛƴ ŀ ±/ ƛƴǘŜǊŎƻƴƴŜŎǘŜŘ Ǿƛŀ three 40 GigE ports using QSFP-40G-/оaΩǎ ό5!/ǎύ 
cables; three 40 GigE VFLs are configured to offer greater performance and resiliency features 
between each of the VC nodes. 

5.1. 0ÈÙÓÉÃÁÌ ÃÏÎÎÅÃÔÉÖÉÔÙ ÏÆ ÔÈÅ /3φωππȭÓ ÉÎ ÔÈÅ network core  

A virtual chassis configuration of OS6900-·тнΩǎ is configured for this network core to optimize this 
design option.  Each OS6900 is physically connected to each other via QSFP-40G-/мaΩǎ ό5!/ǎύ 
cables using ports 52, 53 and 54, see Figure 2 below.  The Data Center core is interconnected to the 
network core via two (2) 40GigE LinkAgg uplink ports.  The advanced layer 3 software (OS6900-SW-
AR) and Data Center bridging protocols (OS6900-SW-DC) licenses are included in the equipment and 
software bill of materials (BoMs) for the DC core of OS6900s. 
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Figure 2 ς OmniSwitch Network Infrastructure (VC OS6900Ωǎ Core) 
 

The core configuration includes four OS6900-·тнΩǎ ƛƴ ŀ virtual chassis (VC) configuration.  Each 
chassis in the core is described for configuration purposes as detailed in the table below: 
 

Node Name Model Number and Position on Drawing 

Core1 OS6900-X72 (Upper left in figure 2) 

Core2 OS6900-X72 (Lower left in figure 2) 

Core3 OS6900-X72 (Upper right in figure 2) 

Core4 OS6900-X72 (Lower right in figure 2) 
Table 1 ς OS6900-X72 Core Nodes 

 
Intelligent Fabric (iFAB) via the auto-configuration feature set will remain enabled during the initial 
configuration to automate the base configuration to minimize mistakes in the creation of the VC, 
LACP, and SPB services in the core and the DC interconnect.  With the factory default values, the VC 
and SPB services will be enabled without the a permanent advanced layer 3 (OS6900-SW-AR) license 
for the VC and SPB functionality, this temporary license will operate for fifteen (15) days.  A valid 
license needs to be entered within the 15 day period into each OS6900 switch to continue 
supporting these advanced features. 

Below is a physical display of the OS6900-X72 switch and the last five referenced ports for the 
possible Auto-VC configuration: 
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Core chassis physical connectivity as per Figure 2, above: 1) Core1 is interconnected via port #52 to 
Core2 via port #52; to Core3 via port #53; and to Core4 via port #54.  2) Core2 is interconnected via 
port #52 to Core1; to Core3 via port #53; and to Core4 via port #54. 3) Core3 is interconnected via 
port #53 to Core1; to Core2 via port #52; and to Core4 via port #54. 4) Core4 is interconnected via 
port #54 to Core1; to Core2 via port #52; and to Core3 via port #53. 

Note: !ƭƭ h{сфллΩǎ ǎƘƻǳƭŘ ōŜ ƛƴ ŦŀŎǘƻǊȅ ŘŜŦŀǳƭǘ ŀƴŘ auto-configuration enabled.  During the 
boot-up process when connected through the Console port, a three second prompt will be 
displayed offering to άdisableέ auto-ŎƻƴŦƛƎǳǊŀǘƛƻƴΣ ŦŀŎǘƻǊȅ ŘŜŦŀǳƭǘ ǊŜǎǇƻƴǎŜ ƛǎ άbέΣ ƭŜŀǾŜ ƛǘ 
alone: 

 

As listed in the previous paragraph, since all OS6900-X72 ŎƘŀǎǎƛǎΩ ŀǊŜ ƛƴǘŜǊŎƻƴƴŜŎǘŜŘ via specific 
ports, they will automatically be configured with a Virtual Chassis (VC) service.   

5.1.1. Auto-VC between switches Core1, Core2, Core3 and Core4 

The first auto-configuration service will be the creation of a virtual chassis (VC) of one master and 
three slaves, see diagram below for the physical connectivity reference of the four 40G QSFP DACs: 

AUTO VIRTUAL CHASSIS 
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One of the OS6900-X72s will be elected as master based on the following criteria: 

ω Master selection run based on lowest chassis system MAC address 
ω OS6900-Q32/X72 have higher chassis ID priority 
ω A single automatic reboot needed for master election, the slave units reboot after the 

master selection 
 
After the VC is created the administrator can run the following two CLI commands to list the virtual 
configuration consistency and topology parameters: 



  

Government Network Infrastructure Solution Guide & Blueprint     19 

 
show virtual-chassis consistency: Displays the system level mandatory consistency parameters of 

both the local and peer switches. 
 
show virtual-chassis topology: Displays details about the configured and operational parameters 

related to all switches participating in the virtual chassis topology. 

 
If additional 40G virtual fabric links (VFLs) are desired between Core1 and Core2, simply insert a DAC 
40GE cable on port #51 on Core1 to port #51 on Core2 and the Auto-VC will automatically create the 
VFL service between these two chassisΩ.  Same process can be followed between Core3 and Core4, 
keep in mind that the last five QSFP ports are capable of dynamically configuring the VFLs when 
Auto-Configuration is ON.  If the QSFP port #49 is needed for additional 40G VFLs then that VFL 
would have to be manually configured.  ¢ƘŜ ŦƻƭƭƻǿƛƴƎ ǎȅƴǘŀȄ ƛǎ ŜƴǘŜǊŜŘ ƛƴ ǘƘŜ hƳƴƛ{ǿƛǘŎƘΩǎ 
Command Line Interface (CLI) to manually configure a VFL between two peer switches: 
 

Syntax Definition: 

ω oper_chassis  Chassis ID number (0-6 on OS6900). The operational / current chassis identifier.  
 

ω vfl_id  The VFL link identifier (0). 

 
The following syntax adds member ports to a given virtual fabric link (VFL): virtual -chassis vf-

link member-port  
 

Complete CLI syntax for this function: virtual -chassis [chassis-id oper_chassis] vf-link vfl_id 

member-port [oper_chassis/]slot/port 

 

In this scenario, to manually add a member VFL port to Core1, use the following syntax: 
- > virtual - chassis chassis - id 1 vf - link 0 member - port 1/1/49  

 

To manually add a member VFL port to Core3, use the following syntax: 
- > virtual - chassis chassis - id 3 vf - link 0 member - port 3/ 1/49  

 

Note: Refer to the OmniSwitch AOS Release 8 CLI Reference Guide, chapter 13 for additional VC and 
VFL syntax definitions. 
 
Permanent software licenses for the above dynamically created services will need to be order.  
Below are the exact part numbers and descriptions of those required licenses: 
 

Part Number Description 

OS6900-SW-AR OS6900-SW-AR Advanced routing software license. Includes support for Policy 
Based Routing, VRF, BGP, OSPFv2, PIMSM/DM, DVMRP, IPv6 Routing, OSPFv3, 
RIPng, VRRPv3, SPB, Virtual Chassis VC, and if supported VXLAN VTEP. One 
license required per chassis. 

OS6900-SW-DC Data Center Software for support of DCBX, FCoE and EVB on OS6900. One 
license required per chassis. 

 
 

5.1.2. Auto-LACP between network core, DC core and access switches  

 
The second auto-configuration service will be the creation of Auto-LACP or link aggregation 
(LinkAgg) services.  From the DC1 port #49 to port #49 of Core1 and port #49 from DC2 to port #49 
of Core3.  This inter-switch connectivity via QSFP+ 40G transceivers will dynamically create the Link 
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aggregation services between the DC core and the network core.  See diagram below for the 
physical connectivity via 40G QSFP transceivers or DACs, if within seven (7) meters: 
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The LinkAgg services to the access/edge switches will follow a similar inter-switch connectivity.  The 
access switches in most wiring closets will be a VC of the advanced access OmniSwitch 6860E 
(OS6860E) switch.  The access VC will be composed from two units to a maximum of eight units in a 
single VC.  Each wiring closet is attached to the network core via dual attached 10GigE from the first 
unit in the wiring closet VC and to the last unit of the VC to create a LinkAgg service from the 
network edge to the core via 10GigE multimode or single fiber depending on the distance between 
the wiring closet and the network core.  The appropriate quantities of SFP+ SR, LR, LRM, and ER 
transceivers need to be included in the equipment BoM. 
 
The LinkAgg from the wiring closets will terminate in the network core to two of the four X72s from 
each wiring closet.  In this configuration scenario with dual 10GigE uplinks from every wiring closet, 
a total of 90 wiring closets can be supported in the current VC of four OS6900-X72s in the network 
core, while reserving twelve 10Gig ports for the WAN, firewall and DMZ connectivity.  The VC 
network core can be expanded to support up to six X72s in a single VC to increase the wiring closet 
capacity by an additional 50%. Or vice versa, configure the core with only two X72s in a VC to right-
size for smaller Army base and Navy warship networks. 
 
Below is the CLI syntax to display the LinkAgg services: 

- > show l inkagg  

 

Or for the entire linkagg switch configuration by typing the following syntax: 
- > show configuration snapshot linkagg  

 

Reference CLI output: 
 

- > show linkagg  

Number  Aggregate     SNMP Id   Size Admin State  Oper State     Att/Sel Ports  

------- +------------- +--------- +---- +------------ +-------------- +-------------  

 126     Dynamic      40000126  16   ENABLED      UP              2   2  

 

- > show configuration snapshot linkagg  

! Link Aggregate:  

linkagg lacp agg 126 size 16 admin - state enable  

linkagg lacp agg 126 actor admin - key 65534  

linkagg lacp port 1/1/49 actor admin - key 65534  

linkagg lacp port 3/1/49 actor admin - key 65534  
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5.1.3. Auto-SPB (Shortest Path Bridging ɀ IEEE 802.1aq) in the DC and Network  Core 

The third auto-configuration service will be the creation of Auto-SPB services between the network 
core and DC core. 
 
Once the Auto-LACP or Link Aggregation (LinkAgg) services are created between the network core 
and the DC core, as detailed in the previous section, SPB services are also enabled on top of the 
LinkAgg services. 
 
For example, the following SPB services will be enabled based on that Auto-LACP and Auto-SPB 
services: 

- > show spb isis nodes  

SPB ISIS Nodes:  

 System Name          System Id      SourceID BridgePriority  

-------------------- +----------- ---- +-------- +---------------  

 (none)               2cfa.a205.61d1  0x561d1  32768 (0x8000)  

 (none)               e8e7.32f6.fc2d  0x6fc2d  32768 (0x8000)  

 (none)               e8e7.32ff.5051  0xf5051  32768 (0x8000)  

 

Total SPB Nodes : 3  

 
- > sh ow spb isis adjacency  

SPB ISIS Adjacency:  

 System                                                                

 (Name : SystemId)                     Type   State   Hold  Interface  

------------------------------------- +------ +------- +------ +----------  

 ( none)              : e8e7.32ff.5051  L1    UP        12       0/126  

 (none)              : 2cfa.a205.61d1  L1    UP        19       0/127  

Adjacencies : 2  
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5.2. &ÕÔÕÒÅ /ÐÔÉÏÎȡ 0ÈÙÓÉÃÁÌ ÃÏÎÎÅÃÔÉÖÉÔÙ ÏÆ ÔÈÅ /3ωωππȭÓ ÉÎ ÔÈÅ network core  

CƻǊ ŦǳǘǳǊŜ ŎƻƴǎƛŘŜǊŀǘƛƻƴǎ ŀ ±/ ƻŦ h{ффллΩǎ ŎƻǳƭŘ ŀƭǎƻ ōŜ ǳǎŜŘ ŀǘ ǘƘŜ core once the high-density 
eight-port 40 GigE network interfaces modules (NIs) and virtual chassis (VC) software feature 
becomes available in the 4Q 2017. Each modular OS9900 can be physically connected to each other 
via QSFP-40G-/оaΩǎ ό5!/ǎύ ŎŀōƭŜǎ Ǿƛŀ ǘƘŜ /aaΩǎ плDƛƎ9 ǇƻǊǘǎ ƻǊ ǘƘŜ ŦǳǘǳǊŜ ƘƛƎƘ-density 40GigE 
NIs, see Figure 4 below:  

 
Figure 4 ς OmniSwitch Network Infrastructure (Modular OS9900 Core) 

5.3. Physical connectivity of the redundan t wireless controllers in the network  core  

The OmniAccess 4750 Wireless Controllers have the capability to support up to 2048 access points 
per controller.  In this configuration scenario a 1:1 (Active /  Active) solution is recommended.  We 
will deploy two controllers which are dual-attached via 10GigE connections to the network core, 
where each OAW-4750 supports 1024 APs and provide sub-second failover from primary to backup, 
meaning the SSIDs will stay ON during failover. 
 

 

Figure 3 ς Active / Active HA deployment 
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This recommended distributed wireless Controller design provided the following high availability 
with the Active/Active model deployment: 

ω High availability - When you enable the high availability WLAN redundancy solution, 

campus APs that lose contact with their active switch do not need to re-bootstrap when 
they failover to the standby switch, significantly reducing AP downtime. APs using the high 
availability features regularly communicate with the standby switch so the switch has a light 
workload to process in the event of an AP failover. This results in very rapid failover times 
and a shorter client reconnect period. Therefore, high availability is usually preferable to 
other redundancy solutions that can put a heavy load on the backup switch during failover, 
which results in slower failover performance. 

High availability supports failover for campus APs using tunnel, decrypt-tunnel, or bridge 
forwarding modes. 

ω Active/Active deployment model - In the above model, two WLAN controllers are deployed 
in dual mode. The OAW-4750-1 acts as a standby for the APs served by OAW-4750-2, and 
vice-versa. Each controller in this deployment model supports approximately 50% of its total 
AP capacity. If one switch fails, all the APs served by that controller failover to the other 
controller, providing high availability redundancy to all APs in the cluster. 
 

5.4. OmniVista 2500 (OV2500) NMS base configuration parameters  

The most secure SNMP management protocol is via SNMPv3.  You should configure an SNMP v3 
user to allow OV2500 to poll the equipment, the CLI syntax below is just an example, it is 
recommended for you to select your own unique user id and password for the two strings denoted 
below by the bold italic text: 
 

- > user snmpv3user  md5 password snmpv3user   

 
The purpose for creating this snmpv3 user is for OV2500 to discover all the Omniswitches with the 
snmpv3 parameters to populate the OV2500 Discovery database and make that switch information 
available to all the other OV2500 applications. 
 
The specific UNP (Universal Network Profile) for both wired and wireless users/devices is detailed in 
section 7 of this document. 
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6. 0ÈÙÓÉÃÁÌ ÃÏÎÎÅÃÔÉÖÉÔÙ ÏÆ ÔÈÅ /3φψφπ%ȭÓ from  Access to Network  Core 

Deploying the OS6860E in the access layer will provide the capability of performing deep packet 
iƴǎǇŜŎǘƛƻƴ ό5tLύ ŦƻǊ ǘƘŜ ŘŜǾƛŎŜǎ ŎƻƴƴŜŎǘŜŘ ǘƘǊƻǳƎƘ ǘƘŜ h{сусл9Ωǎ ŀǘ ǘƘŜ ŀŎŎŜǎǎ ƭŀȅŜǊΦ  In some 
cases, SPB-M may also be extended to the access layer, as well as, hardware based advanced 
dynamic routing protocols, such as, OSPF can be enabled at the edge layer to off-load the routing 
functionality from the core.   
 
Each wiring closet will have a minimum of four OS6860E switches in a mixture of model 
configurations with -24 & -48 ports, some with PoE support.  Below is a typical wiring closet to 
support up to seventy-two (72) 10/100/1000BaseT PoE enabled Ethernet devices, and up to ninety-
six (96) 10/100/1000BaseT standard non-PoE Ethernet devices, this configuration will fit most of the 
medium to large wiring closets with a total of up to 168 triple-speed Ethernet ports.  And up to 
sixteen (16) 10GigE SFP+ uplink ports, of which, two of those 10GE ports will be used to link 
aggregate to the Network Core.  In order to better distribute the traffic load and link resiliency 
across the wiring cƭƻǎŜǘ ±/ ƻŦ h{сусл9Ωǎ: port #49 (10G SFP+) from the top-most OS6860E-48 switch 
in the VC will be used for uplink #1, and port #50 from the bottom-most OS6860E-48 switch in the 
VC will be used for uplink #2 to form a LinkAgg service to the network core.  See diagram below for 
the recommended physical connectivity: 
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In order for the LinkAgg service to be dynamically created to the network core, the following CLI 
command needs to be entered in the OS6860E VC Master unit before it is interconnected to the 
network core: 

- > auto - fabric protocols lacp admin - state enable  

 
The core will dynamically create the LinkAgg service since the auto-configuration is enabled, which 
includes the Auto-[!/t ŀǎ ǇŀǊǘ ƻŦ ǘƘŜ άauto-cƻƴŦƛƎǳǊŀǘƛƻƴέ ŀƴŘ LƴǘŜƭƭƛƎŜƴǘ Fabric feature set in the 
network core. 

6.1. Enabling auto -MRVP at the network edge in the OmniSwitch 6860 E  

The VLAN tags from the network access will be automatically propagated to the network core via 
the following CLI command: 
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- > auto - fabric protocols mvrp admin - state enable  

 

Enabling auto-IP or manually configuring router interfaces at the network edge 
 
An existing router can be interconnected to the network core to dynamically create the router 
interfaces across the network for those switch/routers that have Auto-IP enabled. In regards to the 
OS6860E at the wiring closets, since the auto-fabric is disabled for this portion of the initial 
configuration, the OSPF router interfaces would need to be configured manually, refer to the 
OmniSwitch AOS Release 8 Advanced Routing Guide for the specific CLI commands to load this 
software.  The switch configuration can be accomplished via Webview or CLI and entered into the 
master unit of the wiring closet VC. 
 
The OSPF chapter describes the basic components of OSPF and how to configure them through the 
CLI. For more details about the syntax of commands, follow the configuration procedures described 
in that chapter, including: 

ω Loading and enabling OSPF (see page 1-14) 
ω Creating OSPF areas (see page 1-15) 
ω Creating OSPF interfaces (see page 1-18) 
ω Creating virtual links (see page 1-21) 
ω Configuring redistribution using route maps (see page 1-21) 
ω Converting local interfaces into άOSPF Passive Interface Using Route Mapέ όǎŜŜ ǇŀƎŜ м-28) 

The advanced routing image must be installed before any OSPF configuration parameters can be 
entered. For information on how to install image files, see the OmniSwitch AOS Release 8 Switch 
Management Guide.  After the image file has been installed, you will need to load the OSPF software 
into memory and enable it, as described below: 
 

Loading the software - ¢ƻ ƭƻŀŘ ǘƘŜ h{tC ǎƻŦǘǿŀǊŜ ƛƴǘƻ ǘƘŜ ǊƻǳǘŜǊΩǎ ǊǳƴƴƛƴƎ configuration, enter 
the ip load ospf command at the system prompt: 

- > ip load ospf  

 
Enabling OSPF - hƴŎŜ ǘƘŜ h{tC ǎƻŦǘǿŀǊŜ Ƙŀǎ ōŜŜƴ ƭƻŀŘŜŘ ƛƴǘƻ ǘƘŜ ǊƻǳǘŜǊΩǎ ǊǳƴƴƛƴƎ 
configuration (either through the CLI or on startup), it must be enabled. To enable OSPF on a 
router, enter the ip ospf admin-state command at the CLI prompt: 

- > ip ospf admin - state enable  

 
Once OSPF is enabled, you can begin to set up the OSPF parameters.  For additional configuration 
examples and guidance refer to the AOS Release 8 Advanced Routing Guide. 
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7. Network Access and Security  

 
Ensuring that each network user has the correct rights, which is independent from the media used to 
access the network, is of the utmost importance. 
 
Secure network access has been seen as an administrative overhead, with the benefits not immediately 
apparent.  ALE has several products and features that simplify the deployment of very secure yet 
entirely flexible 802.1x configurations. 
 
This chapter covers the different options to configure and secure the network access ς from 
management of the various ACLs (access control lists) to deploying a configuration to a switch or 
controller, and from the users point of view with ŀ ǎƛƳǇƭƛŦƛŜŘ ǇǊƻŎŜǎǎ ǘƻ ƻƴōƻŀǊŘ ǘƘŜ ǳǎŜǊΩǎ ǇǊŜŦŜǊǊŜŘ 
network equipment (tablets, laptops etc.) 
 
Users liable to connect via a cable or via wireless (Wi-Fi) should have the same rights. This poses a 
challenge when there are two different types of network equipment to be managed.  Traditionally, 
administrators would need to configure the rights on the wired network (usually via a centralized 
management system) and then ensure that these same rights are duplicated on the wireless 
configuration.  Using OmniVista 2500 greatly simplifies this process by giving the administrator the 
ability to configure network access rights ONCE and then pushing the same configuration to both wired 
and wireless switches and controllers. 

7.1. Securing the access 

Many different options exist for securing user network access.  MAC authentication, 802.1x, whitelists, 
blacklists, etc. 
 
¢ƻŘŀȅΩǎ ƳƻŘŜǊƴ ƴŜǘǿƻǊƪƛƴƎ ŜǉǳƛǇƳŜƴǘ ǎȅǎǘŜƳŀǘƛŎŀƭƭȅ ǇǊƻǾƛŘŜǎ ǎǘǊƻƴƎ ŀǳǘƘŜƴǘƛŎŀǘƛƻƴ ς namely 802.1x. 
There are two main choices on how to use and implement 802.1x for user access: username/password 
combinations or digital certificates. 
 
The majority of governmental institutions use some sort of LDAP-based authentication source ς MS 
Active Directory is one example.  This allows an authentication challenge to access network resources at 
the user/application level.  
 
It is possible to integrate this already existing authentication source to add extra security to the network 
by challenging the user as soon as they physically connect to the network, by either plugging in an 
RJ45/Ethernet cable or associating to a wireless SSID. 
 
The RADIUS protocol acts as a relay between network equipment and the selected authentication 
source.  By implementing 802.1x authentication and RADIUS, governmental institutions can leverage 
their existing authentication sources, and indeed add extra authentication sources if required, to allow 
network access. 
 
By using RADIUS it is possible to identify the user, and based on certain characteristics (chosen by the IT 
administrator or defined in the corporate security policy), determine the exact network access rights the 
user has.  
 
 Consider the following simple flow of a RADIUS request: 
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In the above example, after a successful authentication (άSuccess?έ) the RADIUS server will issue an  
LDAP call. The result of this call ŘŜǘŜǊƳƛƴŜǎ ǘƘŜ ǳǎŜǊΩǎ ŀŎŎŜǎǎ ǊƛƎƘǘǎΦ  ¢Ƙƛǎ ǇǊƻŎŜǎǎ ƛǎ ƻƴŜ ƻŦ ǘƘŜ ǘƻƻƭǎ ǳǎŜŘ 
to differentiate between users.  It is possible to make a decision ƻƴ ǘƘŜ ǳǎŜǊΩǎ ƴŜǘǿƻǊƪ ŀŎŎŜǎǎ ǊƛƎƘǘǎ 
based on the department they work in, or job title (for example).  It is possible to make several calls to 
gain as much information as needed to determine the final network access.  Consider the following by 
ǳǎƛƴƎ ǘƘŜ ά/ƻƴƴŜŎǘŜŘ aƛƭƛǘŀǊȅ .ŀǎŜέ ŜƴŘ-to-end solution described in ǎŜŎǘƛƻƴ άнΦоΦ ¦ƴƛŦƛŜŘ !ŎŎŜǎǎ ς user 
ƴŜǘǿƻǊƪ ǇǊƻŦƛƭŜǎ ό¦btǎύέ; ŀƴŘ ǎŜŎǘƛƻƴ άпΦ ±[!b !ǎǎƛƎƴƳŜƴǘ ϧ bŜǘǿƻǊƪ {ŜǊǾƛŎŜ wŜǎƛƭƛŜƴŎȅ CŜŀǘǳǊŜ 
9ƴŀōƭŜƳŜƴǘ tƭŀƴƴƛƴƎέ ƛƴ ǘƘƛǎ ŘƻŎǳƳŜƴǘ: 
 
IF user-group = άCaptainέ THEN send filter-ID = άCaptainέ 
IF user-group = άSoldierέ AND class = ά1έ THEN send filter-ID = άSoldier_lieutenant_1έ 
IF user-group = άSoldierέ AND class = ά3έ THEN send filter-ID = άSoldier_lieutenant_3έ 
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The configuration on the switch or controller stays the same.  In the above example, there would be 
three UNPs to create : ά/ŀǇǘŀƛƴέ, ά{ƻƭŘƛŜǊψƭƛŜǳǘŜƴŀƴǘψмέ and ά{ƻƭŘƛŜǊψƭƛŜǳǘŜƴŀƴǘψ3έ.  A UNP can be 
created for each type of user or type of user access required. 
 
Lǘ ƛǎ ƛƳǇƻǊǘŀƴǘ ǘƘŀǘ ŀ ǳǎŜǊΩǎ ŀŎŎŜǎǎ ǊƛƎƘǘǎ ǊŜƳŀƛƴ ǘƘŜ ǎŀƳŜ ǊŜƎŀǊŘƭŜǎǎ ƻŦ ǘƘŜ ƳŜǘƘƻŘ ǳǎŜŘ ǘƻ ŎƻƴƴŜŎǘ ǘƻ 
the network.  This is where Unified Access comes in, offering an administrator the possibility to deploy 
UNP/Roles efficiently and minimizing errors. 
 

7.2. Unified Access 

 
Unified Access (UA) is the Alcatel-[ǳŎŜƴǘ 9ƴǘŜǊǇǊƛǎŜΩǎ solution for administering network access.  UA is 
split into two distinct offerings: 
 

1. UA Standard: Centralized management and configuration of UNPs (User Network Profile) 
used on the switch and user roles used on the wireless controllers.  Both UNP and user roles 
perform the same function: they contain a list of ACLs which allow, deny or in some way 
ƳƻŘƛŦȅ ǘƘŜ ǳǎŜǊΩǎ ƴŜǘǿƻǊƪ ŀŎŎŜǎǎΣ ŀƭƻƴƎ ǿƛǘƘ ŀŘŘƛǘƛƻƴŀƭ ǇŀǊŀƳŜǘŜǊǎ ό±[!bΣ ŎŀǇǘƛǾŜ Ǉortal, 
MAC authentication etc.). 
 

2. UA Premium: Also referred to as BYOD (Bring Your Own Device), this covers additional 
features to enable smooth distribution of 802.1x certificates, Host Integrity Check (HIC) and 
advanced guest management/captive portal administration. 

 

7.2.1. Unified Access Standard  ɀ intro  

 
UA Standard uses, at its heart, the OmniVista2500 NMS (Network Management System).  The Alcatel-
Lucent OV2500 NMS has the functionality to pre-define all ALCs/VLANs, etc., and group them into lists 
which can then be used to provision the switch (UNP) or controller (role) with the correct network 
access details for each user or type of user that will connect to the network. 
 
The unique selling point here is that the administrator can create these requirements just once, and 
then select both wired and wireless equipment and push the configuration to them at the same time.  
The backend workflow of OV2500 will translate the ACL requirements, and issue the commands to all of 
the equipment.  This eliminates the possibility of any errors being introduced (by having to repeat the 
process twice) and saves time and money by reducing the steps needed to provision the same network 
access rules to all equipment on the network. 
 

7.2.2. UA Standard ɀ Access r ights planning  

 
As in any scenario where a global approach to deployment is required, the first step is to map out the 
different user rights that will be needed.  This includes: 
 

1. Define groups of users that will each have a set of rights shared by many users 
2. Define exceptions for either users/groups 
3. Define quarantine or restricted access rights  
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Access rights can be defined along the following guide lines: 
 

1. Access: Give access to or from an IP address, IP subnet, MAC address, protocol etc. 
2. Deny: Deny access along the same lines as an accept rule 
3. Time of day: Allow or deny access inside or outside a given time period 
4. Give a QoS setting; map priority levels 

 
Once the different groups and  UNP/role requirements have been defined, it is then a simple matter of 
using the step-by-step GUI interface on OV2500 to create them, attach them to a UNP and then push 
the UNP to the switch and controller. 
 

7.2.3. UA Standard  ɀ Configuration example  

 
Unified Policies (ACLs specifically destined for UA provisioning) are created individually and are grouped 
together to form a Unified Policy list.   It is this list that will be attached to a UNP/Role. 
 
Please note that the following does not cover initial switch discovery, Authentication profile creation or 
!!! ǇǊƻŦƛƭŜ ŎǊŜŀǘƛƻƴΦ  tƭŜŀǎŜ ǊŜŦŜǊ ǘƻ ǘƘŜ άhƳƴƛ{ǿƛǘŎƘ !h{ wŜƭŜŀǎŜ у {ǿƛǘŎƘ aŀƴŀƎŜƳŜƴǘ DǳƛŘŜέ or 
άhƳƴƛ{ǿƛǘŎƘ !h{ wŜƭŜŀǎŜ у bŜǘǿƻǊƪ /ƻƴŦƛƎǳǊŀǘƛƻƴ DǳƛŘŜέ for more details. 
 
Scenario 1:  Consider the following requirements for a group of users: 

1. Group name: Class_3_Soldier 
2. Access Rights: ALL access to two subnets from their άhomeέ subnet: 

a. 192.168.10.0/24 
b. 192.168.200.0/24 

3. A 2MB bandwidth limitation 
4. Access only during office hours 

 
The following screenshots and instructions cover the creation of this Unified Access policy: 
From OV2500, select the άUnified Accessέ menu at the top of the page, then select άUnified Policyέ: 
 

 

On the next page, select the άplus signέ ( ) to create a new Unified Policy.  
 
Each policy requires a unique name, and preference.  The preference must be unique for each policy 
that will be contained in the same policy list: 
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Click next, and on this page select the switch(s) that you wish to provision.  You can select a wired switch 
and/or a wireless controller: 
 

 
Click on next, and on this page, you will configure the characteristics of the Unified Policy.  A reminder of 
our selected criteria: 

1. Access rights: ALL access to a single subnet from their άhomeέ subnet (192.168.100.0): 
a. 192.168.200.0/24 

2. A 2MB bandwidth limitation 
3. Access only during office hours 

 


















































































